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TOM TAT

Luwu do gidi thudt dwoc dé xudt trong bai bdo nham déanh gid anh
hudng cia cdc tham sé trong gidi thudt Bayesian Optimization Vi
Gaussian Process (BO-GP) doi véi mé hinh LightGBM trong bdi todn
dw bao phu tai ngd'n han. Cdc siéu tham s6 dwoc khdo sat bao gé‘m:
learning rate, n_estimators, max_depth,  subsample  va
colsample bytree. Hiéu sudt cia gidi thudt BO-GP dwoc danh gid dira
trén hai tham sé chinh: sé vong lap t6i wu héa (n_iter) va sé lan chia
tap dir liéu hudn luyén (k-fold). Bé kiém tra dé on dinh ciia mé hinh,
hé s6 phén tan CD% dwoc tinh todn bang cach lap lai BO-GP n = 30
lan. Tép dit liéu phu tdi dinh hang ngay tir bang Victoria, Uc duwoc sir
dung trong nghién ciu. Két qua thuc nghiém cho thdy, gid tri t6i wu
cuia n_iter la 80, trong khi gia tri mdc dinh la 50. Tuong tu, k-fold dat
hiéu sudt tét nhdt tai 4, 6 va 7, trong khi gia tri mdc dinh la 3. Tam
quan trong cia viéc lua chon tham 56 phit hop dwoc nhan manh trong
nghién cieu nham t6i wu héa mé hinh LightGBM khi dp dung vao dw
bao phu tdi.

Tir khoa: Dy bao phu, moé hinh LightGBM, gidi thudt BO-GP
ABSTRACT

This paper proposes an algorithm flowchart to evaluate the impact
of parameters in the Bayesian Optimization using the Gaussian
Process (BO-GP) algorithm on the LightGBM model for short-
term load forecasting. The investigated hyperparameters include
learning rate, n_estimators, max_depth, subsample, and
colsample bytree. The performance of the BO-GP algorithm is
assessed based on two primary parameters: the number of
optimization iterations (n_iter) and the number of folds in cross-
validation (k-fold). To assess the model's stability, the coefficient
of dispersion (CD%,) is calculated by repeating the BO-GP process
n = 30 times. The study utilizes daily peak load data from Victoria,
Australia. The experiments revealed that the optimal n_iter value
was 80, compared to the default of 50. Similarly, optimal
performance for k-fold was observed at values of 4, 6, and 7, while
the default was 3. The study highlights the importance of selecting
appropriate parameters of the BO-GP algorithm to optimize the
LightGBM model for load forecasting.

Keywords: Load forecasting, LightGBM model, BO-GP algorythm
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1. GIOI THIEU

Dy bao nhu cau phy tai c¢6 vai tro quan trong
trong van hanh, truyén tai, phan phdi va ban 1¢ h¢
théng dién. Cac mo hinh dy bao phu tai chinh xac
¢6 thé hd trg cac nha quan 1y hé thong dién trong
viéc toi wu hoa san xudt, phan phdi va tiéu thy niang
lugng (Fan & Hyndman, 2010). Cac phuong phap
du bao phu tai da phat trién tir cic mo hinh kinh dién
nhu: hoi quy tuyén tinh (Vu et al., 2017), lam min
ham mitl (Kahraman & Akay, 2023) ARIMA (Kien
etal., 2023), dén cac mo hinh tién tién nhu mang no-
ron nhén tao (ANN) (Le et al., 2019), hoc may SVM
(Tran et al., 2024), hoc sdu nhu CNN, LSTM (Wang
et al., 2024), gan day la cac mo hinh hoc két hop
nhu: XGBoost, Catboost va LightGBM (Tran &
Nguyen, 2024). Trong d6, LightGBM la mét thuat
toan manh mé&, duoc phat trién dua trén Gradient
Boostmg De0151on Trees (GBDT), ¢6 wu diém vuot
trdi vé hiéu sudt tinh toan, kha nang xu 1y dir lidu
16n va d6 chinh xac cao.

Giéng nhu nhiéu mé hinh hoc may khac, hiéu
suét clia LightGBM phuy thudc vao viéc lya chon cac
siéu tham so0 ctia n6. Mot s0 51eu tham s quan trong
ctia mo hinh LightGBM bao gom: learning rate (toe
dd6 hoc), n_estimators (so lugng cay quyet dinh),
max_depth (d0 séu t6i da cua cay quyét dinh),
subsample (ty 1& mau con), colsample_bytree (ty 1¢
dac trung duoc chon cho moi cay) (Liang et al,
2021). Viéc lya chon cac siéu tham s6 toi wu gitp
md hinh dat duogc do chinh xé4c cao nhét, do do, viéc
tim ra cac gia trj siéu tham s6 toi wu 14 rét quan trong
trong viéc ap dung md hinh LightGBM. Nhiéu
phuong phép t6i uu héa khac nhau, ching han nhu
Grid Search, Random Search, Genetic Algorithms
va Bayesian Optimization da dugc sir dung dé giai
quyét thach thirc nay (Yang & Shami, 2020). Trong
cac thuat toan nay, giai thuat Bayesian Optimization
with Gaussian Process (BO-GP) 1a mot trong nhiing
k¥ thuat tién tién, giup giam s lan thir nghiém can
thiét dé tim ra cau hinh siéu tham s tot nhat. BO-
GP hoat dong bang cach sir dung Gaussian Process
(GP) dé m6 hinh héa ham muc tiéu va huéng dan
qué trinh tim kiém siéu tham s6 mot cach hiéu qua.

Giai thuat BO-GP c¢6 mot s6 tham s6 anh huong
dén ket qué tim kiém, ching han nhu n_iter (s vong
lap t6i wu hoa), khong gian siéu tham 50 va ham myc
tiéu. Trong 6 s6 1an lapn_ iter la tham sO quan trong
nhét trong BO-GP vi d6 14 s6 lan ldp lai qué trinh
cap nhat mo6 hinh GP dé tim kiém siéu tham sb tot
nhit (Tran & Nguyen, 2024). Ngoai ra, thuit toan
BO-GP thudng duogc két hop véi quy trinh xéac thuc
chéo dé tranh tinh trang qua khop. Dit liéu duoc chia
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thanh cac phan k-fold trong xac thuc chéo, dugc goi
la xac thyc chéo k-fold (Papadopoulos et al., 2023).
Do d6, hai tham sb c6 anh huong nhét trong BO-GP
1a 56 1an 1ap va gia tri k-fold. Thuét toan BO-GP da
dugc st dung trong nhidu nghién ciru dé xac dinh
siéu tham s t6i wu cho cac mé hinh hoc may. Tuy
nhién, hau hét cac tac gia sir dung cac gia tri mic
dinh cho hai tham s nay: s6 1an lap n_iter = 50 va
k-fold = 3 (Yang & Shami, 2020; Zwolle, 2022;
Starukhin & Diukarev, 2024; Dwi et al. , 2025).
Hién tai, rat it két qua nghién ctru dé cap dén tac
dong cuia cac tham s6 nay dbi véi thuat toan Bo-GP
trong cac mo hinh LightGBM cho cac van dé hoi
quy, dic biét 1a trong bdi canh du bao phu tai.

Dé giai quyét nhitng thiéu s6t cua nghién ctru
hién tai, mot luu dd giai thuat duge dé xuit nhim
danh gia anh huéng ciia cac tham sb trong giai thuat
BO-GP d6i véi mo hinh LightGBM trong bai toan
du bao phu tai. Cac siéu tham s§ ctia mo hinh
LightGBM dugc khao sat bao gom: learning_rate,
n_estimators, max_depth, subsample va
colsample_bytree. Hiéu suét cia giai thuat BO-GP
dugc danh gia dya trén hai tham s6 chinh: n_iter va
k-fold. Dé kiém tra do on dinh cia giai thuat, hé sd
phan tan CD% dugc tinh toan bang cach lap lai qua
trinh t6i wu hoa 30 lan. Tap dir liéu phy tai dinh hang
ngay tir bang Victoria, Uc dugc s dung trong
nghién ctru. Két qua thyc nghiém lam sang to tam
quan trong cua viéc lya chon tham ) phu hop cho
giai thuat BO-GP khi 4p dung trong md hinh
LightGBM, gbép phan nang cao d6 chinh xéc trong
du bao phu tai.

2. MO HINH LGB VA GIAI THUAT
BO-GP

2.1. Mo hinh LGB

LightGBM 1a mét thuat toan do Microsoft
Research Asia phat trién, dua trén khung GBDT,
nham cai thién hi€u qua tinh toan dé xu 1y cac bai
toan du doan trén dir liéu 16n mot cach tdi uu hon.
Quy trinh cta thuat toan LightGBM duogc chia thanh
8 budc cu thé, nhu mo ta trong Hinh 1 (Zhang &
Gong, 2020). LightGBM cai tién mé hinh GBDT so
v6i cac phién ban trude bang cach tich hop hai k§
thuat quan trong: Gradient-based One-Side
Sampling (GOSS) va Exclusive Feature Bundling
(EFB). GOSS hoat dong dya trén nguyén tic ring
cac gradient 16n chira nhiéu thong tin vé sy thay doi
cia ham méat mat, do d6 mang lai thong tin quan
trong hon. Vi véy, n6 uu tién lya chon cic mau c6
gradient 16n, dong thoi 1dy ngau nhién mot tap hop
con cac mau co gradient nhé hon. Phuwong phap nay
t6i wu hoa viéc st dung dir liéu mau trong qua trinh
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huén luyén, qua d6 cai thién hiéu sudt mo hinh.
Trong khi d6, EFB gitip giam sb luong ddc trung
(features) bang cach két hop cac dic trung khong
hoat dong dong thoi (mutually exclusive), qua d6 tdi
uu hoéa kich thude va hi¢u qua xir 1y dir lidu.

X4c dinh mot ham mat mat cu thé
(Define a specific loss function)

Thuyc hién l?iy méu mot phia dua trén gradient
(Perform Gradient-based One-Side Sampling -GOSS)

v

Su dung thuat toan Histogram dé xac dinh diém phan doan t6i vu.
(Use the Histogram algorithm to identify the optimal
segmentation point.)

L]

Giam chiéu dit liéu bang EFB (Reduce feature dimension by
Exclusive Feature Bundling-EFB)

v

Ap dung thuat toan Leaf-wise voi gidi han d9 sau
(Apply the Leaf-wise algorithm with depth limitation)

Két hop cac nut 14 ma mau thude vé dé khop véi phin du
(Combine the leaf nodes to which the samples belong to fit the
residuals)

v

Chia cac nut cua cay béng cach chim diém cau trac cay (Split the
nodes of a tree by scoring the tree structure)
Ding qué trinh ting trudng va tao ciy quyét dinh
(Stop the growth and generate the decision tree)

Hinh 1. Lwu db giai thuat Light GBM

Giéng nhu cac mé hinh hoc méy khac, d6 chinh
xac cua mo hinh LightGBM phu thu¢c mot cach
dang ké vao cac siéu tham s6 ciia no. Céc siéu tham
s6 chinh ctia mo hinh LightGBM la: (Liang et al.,
2021; Vuong & Pham, 2023):

Learning rate (toc do hoc): Xac dinh kich thudc
budc tai mdi lan I1dp dya trén ham gradient mat mat.
Téc d6 hoc thap hon gitp mé hinh hudn luyén cham
hon nhung 6n dinh va c6 kha nang dat dugc tdi wu
toan cuc. Trong khi dé, téc d6 hoc cao giup hoi tu
nhanh nhung c6 nguy co dung lai & cac cuc tri dia
phuong.

Maximum depth (d6 sau t6i da): Mot sO nguyén
dung dé kiém soat khoang cach t6i da tor nit goc dén
nut 1a trong cay quyét dinh. Do sau t6i da 16n hon
gitip md hinh hoc duge nhiéu dic diém phirc tap cia
dit liéu, nhung cling lam tang nguy co qua khdp
(overfitting), khién mé hinh kém hiéu qua khi ap
dung cho di li¢u méi.

Number of estimators (s6 luorng ciy quyét
dinh): Dé cap dén sd luong cay quyet dinh dugc str
dung trong mé hinh téng hop. SO lugng cdy 16n hon
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thudng cai thién hiéu suét du bao nhung ciing lam
tang thoi gian hudn luyén va yéu cau tai nguyén tinh
toan nhiéu hon.

Subsample (ty 16 mau con): Kiém soat ty 1& dit
liéu huin luyén dugc 1dy ngdu nhién dé phat trién
mdi cdy. Gia tri nho hon 1 giip giam su twong quan
giita cac cdy, qua do6 cai thién tinh téng quat cua md
hinh.

Min_child_weight (trong sé nho nhét cua nat
con): Xac dinh téng trong sd nho nhat (hodc sb
lugng diém dir lidu toi thiéu) can thiét trong mot nit
la. Gia tri cao hon giup md hinh don gian hon, giam
nguy co qua khép.

Colsample_bytree (ty 1¢ dac trung duoc chon
cho moi céy): Xdc dinh ty 1€ cac déc trung (features)
duoc chon ngau nhién cho mo1 ciy. Diéu nay giup
giam sy phu thudc vao mot sO dic trung cu thé va
cai thién tinh tong quat.

Min_child_samples (s6 luong méu téi thiéu
trong mot nit 14): Quy dinh s6 luong mau tdi thiéu
can c6 trong mot nit 14. Tham sé nay gitp kiém soat
kich thudc cta nut 14, tir d6 tranh viéc chia nhé qua
muc va giam nguy co qua khop.

Feature_fraction (ty 1€ déc trung): Xac dinh ty
1¢ cac dic trung duoc chon ngau nhién trude khi xay
dung mdi cdy quyét dinh. Tham sb nay giup cai
thién tinh da dang ciia mé hinh bang cach giam su
phu thudc vao cac dac trung cu thé.

‘Bagging_fraction (ty 1¢ mu con cho bagging):
Ki@m soat t}"ﬁ I¢ dt liéu huan luyén dugc s dung
ngau nhién d€ xay dung cac cay (dung cho bagging).

Max_bin (s6 luong bin téi da cho histogram):
Xac dinh sb luong bin tdi da duge sir dung trong
thuat toan histogram. Nhiéu bin hon c¢6 thé ting d¢
phan giai cua dir liu, cai thién d6 chinh xac, nhung
cling lam tang thoi gian tinh toan va yéu cau bd nho.

2.2. Giai thuat BO-GP

Bayesian Optimization (BO) 1a mdt thudt toan
lap phd bién dung dé giai quyét cac bai toan tdi uu
hoa siéu tham s6. BO du doan diém can danh gia
tiép theo dua trén két qua tir cac bude trude do. BO
hoat dong dua trén hai thanh phﬁn chinh:

— M hinh dai dién (Surrogate Model): Xap xi
ham muc tiéu bang cach khép cac diém dir lidu da
quan sét, tir d6 tao ra mot phan phi xac suat cho cac
gia tri muyc tiéu.

— Ham chon Iya (Acquisition Function): Quyét
dinh céch can béng gitra khdm pha (exploration) va
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khai thac (exploitation) khi chon cac diém di liéu
moi dé thir nghiém.

Quy trinh co ban cua Bayesian Optimization bao
gom cac budc sau:

1. Xay dyng mé hinh dai dién xac suat dé xap
xi ham muc tiéu.

2. Tim kiém gi4 tri siéu tham sé téi uu bang
cach sir dung ham chon lya.

3. Ap dung céac gia tri siéu tham soO t0i uu vao
ham muc tiéu va danh gia hicu suat.

4. Cap nhat mo hinh dai dién béng cach tich hop
cac quan sat mdi nhat.

5. Lap lai qua trinh trén cho dén khi dat s6 vong
lap toi da hodc thoa man ti€u chi ding.

Gaussian Process (GP) 1a mot mo hinh dai dién
tiéu chuan dugce st dung dé m6 hinh hoa ham muc
tiéu trong Bayesian Optimization. Khi c6 tap dit liéu
huén luyen D= {(x1 yl)}L 1, GP ¢6 thé udc lugng
phan phdi xac suit c6 didu kién cta gia tri dauray
dua trén gia tri déau vao x va dit lidu da quan sat.

p(y|x,D)=N(y|u,c*) ()

Trong do6: P (yl X, D) la phan ph01 x4c sudt co
diéu kién ciia bién ngau nhién y véi didu kién dit liéu
dd quan sat D va bién dau vao x, N (yl4, o?) 1a phan
phéi chuan Gaussian c6 /i 1 ky vong toan hoc va o2
la phuong sai.

Sau khi ¢6 du doan tir m6 hinh GP, cc diém can
danh giad tiép theo dugc chon dua trén khodng tin cay
cua phan phéi dy doan. Mbi diém dit liéu méi duoe
kiém tra thi dugc thém vao tap du licu huén luyén
va moO hinh BO-GP duoc cdp nhat lai voi dir ligu
quan sat méi dé cai thién du doan. Qua trinh nay lap
lai cho dén khi dat tiéu chi dimg.

3. MO HINH DE XUAT

Hinh 2 trinh bay luu db ctia giai thuat nhim danh
gia muc do anh huong ciia cac tham sd trong gidi
thuat BO-GP d6i véi mo hinh LightGBM. Luu dd
bao gdm ba budc chinh: xir Iy dit liéu, thyc hién giai
thuat BO-GP va phan tich két qua.

Budc 1: Xt 1y dir liéu

Dt liéu phu tai dinh dau vao duogc ap dung chu
trinh ctra s truot (Sliding window procedure) dé tao
thanh cac tép dir liéu input-target (x, y). Chu trinh
clra sb trugt duge minh hoa nhu Hinh 3 bén dudi,
trong d6 kich thudc cira s6 (window size) 1a mot
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tham s& quan trong cua chu trinh, xac dinh kich

thude cia tdp ngd vao x (Davtyan et al., 2020;
Papadopoulos et al., 2023).
”%E i ‘ Data: ‘ |
i g [Y1s Y25 - s¥nhs Yacht1s Yohe2se-os Yol ‘
=g |
7|z !
=1 Sliding window
2|5 procedure
> MSElm
BO-GP Algorithms i MSE®
Parameter of BO-GP algorithms (Repeat n=30) > 2
{n_iter;, n_iter,, ..., n_iter;) | | |
MSE®, |

Hinh 2. Lwru db giai thuat BO-GP dé xuit
G P B D D DD P B

@ Input-x -+
O Target -y

Window size =

Hinh 3. Chu trinh cira sb truot

Budc 2: Thyc hién 1ap lai n=30 lan gidi thuéat
BO-GP.

Mo hinh LightGBM dugc thiét lap dua vao cac
siéu tham s6 can xac dinh t6i wu. Trong nghién ctru
nay, cac siéu tham s6 dai dién duge chon la:
learning rate (Ir), n_estimators (ne), max_depth
(md), subsample (sub) va colsample bytree (col).
Mo hinh LightGBM sau khi dugc thiét 1ap dong vai
trd 1a ham muc tiéu dau vao cho thuat toan BO-GP,
nham xéc dinh cdu hinh siéu tham s t6i wu.

Céc t6 hop con ciia tham s n_iter va k-fold dugc
xéc dinh va thiét 1ap trong giai thuat BO-GP. Tham
s6 n_iter ¢6 I phan tir, tham s6 k-fold ¢6 K phan t.
Nhu vy ¢6 I x K t6 hop ctia 2 tham s6 nay. Piéu
nay cho phép danh gia mirc d6 anh hudng cia giai
thuat BO-GP dbi v6i cac tham sé n_iter va k-fold.

Déng thoi, thuat toan BO-GP dugc thyc hién lap
lai 30 lan dé déanh gia do on dinh va tinh nhét quan
ctia cac két qua tdi wu hoa siéu tham sb. Qué trinh
13p lai nay giup giam thiéu anh hudng cia cac yéu
t6 ngéu nhién va dam bao tinh tin cdy ciia mo hinh.

Ngd ra cua giai thuat BO-GP 1a gié tri sai s gitra
gia tri du doan va gia tri thyc. Trong nghién ctru nay,
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gia tri qai s6 1a MSE véi phuong trinh dugc xac dinh
nhu biéu thice (2) dudi day dugce st dung, trong d6
y la gid tri thuc té va y 1a gid tri du bao:

- 97 )

Chu ¥ rang trong luu d6 ciia Hinh 2, ngd ra MSE
c6 I x K dai Iugng, twong ung voi $6 td hop cua I
thanh phan n_iter va K thanh phan k-fold. Mdi dai
luong lai c6 30 gia tri, twong tng véi 30 lan lap.

1
MSE =1 31,0,

Budc 3: Phan tich két qua.

bé danh gia muc do ngiu nhién cua sai s6 MSE
voi 30 lan 1ap, hé so6 muc d6 phan tan cua dit li€u
CD% duogc tinh toan theo cong thuc sau (Brown,
1998):

CD%:%

U

Trong d6, o la do léch chuin (standard
deviation) va p 1a gia tri trung binh (mean) cua n=30
lan lap. Néu gia tri CD% vuot qua 30%, thi két qua
khong 6n dinh.

3)

Ddng thoi, cac biéu dd thé hién mbi twong quan
giita gia tri sai s6 MSE véi cac tham s n_iter va k-
fold ciing duogc thiét 1ap dé danh gid muc d6 anh
hudng cua chiung.

4. KET QUA VA THAO LUAN
4.1. Dir li¢u va thiét 1ap thi nghiém

Trong nghién ctru nay, dit liéu phu tai dinh hang
ngay (peak load) tir bang Victoria (VIC), Uc
(https://aemo.com.au) dugc st dung. Dir li¢u dugc
chia thanh céc tap dau vao x va déu ra y bang chu
trinh ctra s6 trugt v6i kich thudce ctra s6 13 7. Bang 1
trinh bay cac dac diém thong ké cua tap dir liéu dau
ray, bao gom sO lwong quan sat, gia tri trung binh,
do léch chuén, gia tri nhd nhat va gia tri 16n nhét.
Hinh 4 hién thi biéu d6 dang song ctia phu tai y theo
thoi gian tir ngay 10 thang 10 nam 2021 dén ngay 1
thang 1 nam 2022.

Bang 1. Dic tinh tap dir liéu y
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pham vi va kiéu dir liéu nay cung cép cai nhin tong
quan ve cac siéu tham so dugc xem xét trong qua
trinh t6i wu hoa.

7500 1

7000 +

o
&
S
o

Load demand (MW)

5000 1

4500 +

4000 - T

40
Time (Days)
Hinh 4. Bi¢u do tap dir liéu y

Bang 2. Gia tri cac siéu tham s6 khio sat cho mé
hinh Lightgbm

Siéu tham s6 Pham vi khao sat  Kiéu
learning_rate [0,1-0,3] float
n_estimators [50-1000] integer
max_depth [1-16] integer
subsample [0,1-1,0] float
colsample bytree [0,1-1,0] float

Két qua thé hién ¢ Bang 3 trinh bay pham vi cac
gia tri ciia cac tham $6 duoc khao sat cho giai thuat
BO-GP, bao gdm n_iter va k-fold, cing véi s6 luong
o hop tuong trmg. Cot “Pham vi khao sat” 1iét ké cac
gia tri cla timg tham s, trong d6 cac gia tri mic
dinh dugc 1am ndi bat bé’mg chir in ddm va gach chan
dé nhan manh tam quan trong ctia ching trong cac
thiét 1ap tiéu chuén. Cot “Sé t6 hop” thé hién tong
s6 t6 hop tham sé dugc tao ra tir cc gié tri khao sat,
v6i tong cong 49 t6 hop (twong tmg véi 7 gia tri cla
n_iter va 7 gia tri cua k-fold).

Bang 3. Gia tri cic tham s6 khio sat cho giai
thuit BO-GP

So to

Tham so hop

Pham vi khio sat

n_iter  [20, 30, 40, 50, 60, 70, 80]
k-fold [2,3,4,5,6,7, 8]

Mean Std Min
5332 584 4156

Max
7547

Count
84

Tham s
Gia tri

Bang 2 trinh bay pham vi gia tri cla céac siéu
tham s6 dugc khao sat trong mo hinh LightGBM.
Cac tham sd nay bao gdém: learning rate,
n_estimators, ~ max_depth,  subsample,  va
colsample_bytree v6i pham vi cu thé dugc néu trong
¢ot “Pham vi khao sat” va kiéu dir liéu tuong tmg
(kiéu float hodc integer) trong cot “Kiéu”. Nhiing
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4.2. Két qua va phan tich
4.2.1. Phan tich si phdn tan trong két qua

Hinh 5 trinh bay biéu do phan bd  (histogram) cua
sai s0 MSE cho t6 hop dau tién va to hop cudi cung,
tuong tng v6i 49 t6 hop nhu duoc trinh bay trong
Bang 3, v6i mdi t6 hop duoc lap lai 30 1an dé dam
bao tinh 6n dinh cua két qua. Cuy thé, Hinh 5a thé
hién t6 hop voi tham sb n_iter = 20 va k-fold = 2,
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trong khi Hinh 5b thé hién t6 hop véi tham sé n_iter
=80 va k-fold = 8.

Két qua trong Hinh 5 phan 4nh rd tinh chét ngau
nhién cta cac thuat toan t6i vu hoa qua nhiéu lan
thue thi. Cuy thé, trong Hinh 5a, gia tri MSE dao dong
trong khoang tir 336,000 dén 344,000 MW véi tan
suat xuat hién tir 1 dén 25 lan. Trong khi d6, & Hinh
5b, gia tri MSE nam trong khoang tir 303,000 dén
309,000 MW véi tan suat tir 1 dén khoang 9 lan.
Ngoai ra, cac t6 hop tham sb khac dugc liét ké trong
Bang 3 ciing cho thiy xu hudéng tuong ty. Do tinh
ngau nhién nay, viéc chi dua vao mot lan chay duy
nhat c6 thé dan dén két qua khong déng tin cy, 1am
ndi bat sw can thiét cua viée thye hién nhiéu lan lap
dé dam bao tinh chinh x4c va do 6n dinh cua két qua.
Pay 1a Iy do vi sao mdi t& hop trong nghién ctru da
duoc thuc hién 30 1an lap dé giam thiéu anh hudng
clia cac yéu to ngiu nhién va dam bao két luan c6 do
tin cdy cao.

254 ---- Mean
---- Mean - Std
---- Mean + Std

N
o

Mean = 338361.7
Std = 2525.6
CD% = 0.75

Frequency
=
w

=
S}

1
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L]

342000 344000

0
336000 338000 340000
MSE (MW)

a) n_iter =20, k-fold=2

---- Mean

---- Mean - Std
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Mean = 305555.2
Std

=1638.3
CD% = 0.54

i

307000 308000 309000

3
)

Frequency

N

303000 304000 305000 306000

MSE (MW)
b) n_iter =80, k-fold=8

Hinh 5. Biéu db phan bb sai s6 MSE

Két qua & Hinh 6 thé hién biéu d6 hé s6 phan tan
(CD%) cho céac truong hop khao sat duoc liét ké
trong Bang 3. M3i diém trén dd thi dai dién cho mot
t6 hop tham s6 cu thé. Trong Hinh 6, diém dau tién
biéu thi gia tri CD% cho t6 hop véi tham sd n_iter =
20 va k-fold = 2, trong khi diém cudi cung twong
g vai t6 hop n_iter = 80 va k-fold = 8.

Két qua phén tich tir Hinh 6 cho thy cac hé sd
phén tan CD% c6 gia tri rat thap, phan anh muc do
on dinh cao cua cac két qua thu dugce. Gia tri CD%
16n nhét xap xi 3,1%, thap hon nhiéu so v6i ngudng
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tham chiéu 30%, v6n thuong duoc xem la gidi han
chip nhan trong cic nghién ctru théng ké. Diéu nay
cho thiy ring cac gia tri thong ké cta sai s6 MSE ¢
murc do tap trung cao xung quanh gia tri trung binh,
dong thoi khing dinh tinh nhit quan va do tin cay
cta két qua thu dugc khi ap dung céc t6 hop tham
s6 khac nhau.

3.0

2.54

2.01

1.5 1

CD %

1.0 1

0.5

0.0

0 10 20 30 40 50
Index

Hinh 6. Biéu db hé so phan tan CD%

4.2.2. Panh gia tac dong cia cac tham sé dén
do chinh xac cua thudt toan BP-GP

Két qua thé hién ¢ Hinh 7 cho thiy ty 1& 15 trung
binh MSE cua thuit toan BO-GP theo tham sb
n_iter. Mi duong trén biéu do twong tmg véi mot
gia tri tham s6 k-fold cu thé cho tung thuét toan.
Trong Hinh 7, cac diém dir liéu dai dién cho gia tri
mic dinh ctia tham sb n_iter dugc 1am ndi bat bang
cac khung duong nét dut, trong khi cac gia tri nhé
nhét cia MSE dugc khoanh tron dé nhan manh hiéu
sudt tdi uu.
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Hinh 7. Anh hwéng ciia tham sé n_iter

Hiéu sudt ciia mo hinh véi cac gia tri tham s6
mic dinh dugc danh gia, két qua tir Hinh 7 cho thay
réng céc gia tri mic dinh tao ra 16i MSE cao hon so
v6i cac gia tri toi wu dugc khao sat. Cu thé, dbi voi
tham s6 n_iter trong thuat toan BO-GP, gia tri trung
binh cua sai s0 MSE ¢6 xu huéng giam dan khi
n_iter tdng, véi muc gidm rod rét va on dinh hon sau
khi vuot qua gia tri mac dinh n_iter = 50 va dat trang
thai bao hoa & cac muc n_iter = 60, 70, va 80. Trong
d6, gia tri tham sb n_iter t6i uu chu yéu 1a 80, giup



Tap chi Khoa hoc Dai hoc Can Tho

dat duoc hiéu suét tot nhat va vuot xa hiéu qua so
v6i gia tri méc dinh 1a 50.

Hinh 8 trinh bay céac biéu d6 twong ty nhu trong
Hinh 7 nhung duoc biéu dién dua trén cac gia tri cua
tham s6 k-fold dé kiém tra anh hudng cua n6 dén
hiéu suét cua cac thuat toan. Mdi dudng trong b1eu
dd tuong ung voi mot gia tri cu thé cua tham s6
n_iter. Cdc gia tri méc dinh cua tham s6 k-fold duoc
danh dau bang cac khung nét dut, trong khi cac gia
tri nho nhat cua sai sd trung binh MSE duoc lam n6i
bat bang cac vong tron dé nhin manh hiéu suit
t6i wu.
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Hinh 8. Anh hwéng ciia tham s6 k-fold

Két qua tir Hinh 8 dugc phan tich cho thiy rang
cac gia tri mic dinh (k-fold = 3) khong phai 1a toi
uu, khi so sanh véi cac gia tri tham s6 khac. Cu thé,
cac gia tri k-fold thay thé (khong phai gia tri mac
dinh) nhu 4, 6 va 7 mang lai gia tri trung binh sai s&
MSE thap hon dang ké so véi gia tri mic dinh. Diéu
nay cho thiy rang hi¢u suat ciia mé hinh c6 thé dugc
cai thién rd rét thong qua viéc t61 uu hoa tham sb k-
fold, thay vi phu thudc vao cac gia tri mac dinh.
Nhitng phat hién nay nhan manh tam quan trong cua
viéc hiéu chinh tham s6 dé dat dugc hiéu qua t6i vu
trong qua trinh huan luyén mé hinh.

4.2.3. Pdnh gid anh hwong cua cac tham sé doi

voi thoi gian chay chirong trinh.

Hinh 9 trinh bay biéu d6 minh hoa cac duong dic
trung vé thoi gian thyc thi trung binh cia cac thuat
toan theo tham sé n_iter (Hinh 9a) va tham s k-fold
(Hinh 9b). Két qua duoc phan tich cho théiy thoi gian
chay cta chuong trinh tang gan nhu tuyen tinh theo
gia tri n_iter, phan anh moi quan hé truc tiép glu’a s6
vong 1ap va thoi gian xu 1y do mdi vong lap bd sung
thém khoi luong tinh toan cho qua trinh t6i wu hoa.
Diéu nay cho thdy rang khi ting sd vong lap, thuat
toan can nhiéu thoi gian hon dé hoan thanh qua trinh
huén luyén. Trong khi d6, thoi gian chay ciia chuong
trinh hau nhu khong thay d6i dang ké khi tham s k-
fold thay doi. Su khac bi€t nho gitra cac gia tri k-
fold cho thay rang yéu t& nay ¢6 anh huong khong
dang ké dén thoi gian thyc thi tong thé. Diéu nay co
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thé do quy trinh chia tach dit liéu trong phuong phap
cross-validation khong lam tang dang ké khéi luong
tinh toan so v6i qua trinh t6i uu hoa siéu tham s0.
Két qua nay nhan manh rang, dé cai thién hiéu suét
tinh toan, viéc tdi wu sé vong lap n_iter c6 tac dong
16n hon so vai viéc diéu chinh tham sd k-fold.
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Hinh 9. Anh hwéng cic tham s6 d6i véi thoi
gian chay chwong trinh.

5. KET LUAN

Anh huong cua cac tham sb n_iter va k-fold
trong giai thuat BO-GP d6i vi hiéu suat mo hinh
LightGBM trong bai toan du bao phu tai ngén han
dugc danh gid trong nghién ctru. Két qua thuc
nghiém cho théy, gia tri t5i vu cta tham sé n_iter
cha yéu 1a 80 thay vi 50 nhu mic dinh, trong khi k-
fold dat hiéu sut tot nhat tai 4, 6 va 7 thay vi gid tri
mic dinh 13 3. Diéu nay chimg minh ring viéc lya
chon tham s6 phii hop cho céc giai thuat t6i wu nhu
BO-GP ¢6 tac dong déng ké dén do chinh xac cua
mo hinh dy bao LightGBM, gitp giam sai s MSE
dang ké so véi viée sur dung gia tri mac dinh. Ngoai
ra, hé sb phan tan CD% thap chimg t6 tinh 6n dinh
cao cua cac két qua toi vu hoa, khang dinh tinh tin
cdy cua phuong phap dé xuat. Huéng nghién ctu
tiép theo co the tap trung vao vi¢c kham pha cac mo
hinh tién tién hon nhu N-Beats hodc Transformer,
cling nhu khéo sat hiéu qué cua cac giai thudt toi uvu
hoéa khac nhu Bayesian Optimization with Tree-
structured Parzen Estimator va Genetic Algorithm
nhim néng cao dd chinh xac va tinh linh hoat cua
md hinh trong cac bai toan dy bao phtrc tap hon.



Tap chi Khoa hoc Dai hoc Can Tho

TAI LIEU THAM KHAO (REFERENCES)

Brown, C. E. (1998). Applied multivariate statistics
in geohydrology and related sciences. Springer
Berlin Heidelberg.
https://doi.org/10.1007/978-3-642-80328-4

Davtyan, A., Rodin, A., Muchnik, 1., & Romashkin,
A. (2020). Oil production forecast models based
on sliding window regression. Journal of
Petroleum Science and Engineering, 195,
107916.
https://doi.org/10.1016/j.petrol.2020.107916

Dwi, U., Fathoni, D., & Sivi, N. A. (2025). Analisis
Pengaruh Bayesian Optimization Terhadap
Kinerja SVM Dalam Prediksi Penyakit Diabetes.
Infotek: Jurnal Informatika Dan Teknologi, 8(1),
140-150.
https://doi.org/10.29408/jit.v811.28468

Fan, S., & Hyndman, R. J. (2010). Short-term load
forecasting based on a semi-parametric additive
model. /[EEE Transactions on Power Systems,
25(3), 1475-1483.
https://doi.org/10.1109/TPWRS.2009.2036017

Kahraman, E., & Akay, O. (2023). Comparison of
exponential smoothing methods in forecasting
global prices of main metals. Mineral
Economics, 36, 427-435.
https://doi.org/10.1007/s13563-022-00354-y

Kien, D. T., Huong, P. D., & Minh, N. D. (2023).
Application of SARIMA model in load
forecasting in Hanoi City. International Journal
of Energy Economics and Policy, 13(3), 164—170.
https://doi.org/10.32479/ijeep.14121

Liang, S., Peng, J., Xu, Y., & Ye, H. (2021). Passive
fetal movement recognition approaches using
hyperparameter tuned LightGBM model and
Bayesian optimization. Computational
Intelligence and Neuroscience, 2021, 6252362.
https://doi.org/10.1155/2021/6252362

Le, T. N., Pham, V. H., & Nguyen, M. H. (2019).
Application of artificial neural networks for
power output forecasting of thermal power
plants. Journal of Science and Technology — The
University of Danang, 17(3), 29-33.
https://jst-ud.vn/jst-ud/article/view/1906

Papadopoulos, D. N., Javan, F. D., Najafi, B.,
Mamaghani, A. H., & Rinaldi, F. (2023).
Handling complete short-term data logging
failure in smart buildings: Machine learning-
based forecasting pipelines with sliding-window
training scheme. Energy and Buildings, 301,
113694.
https://doi.org/10.1016/j.enbuild.2023.113694

23

Tdp 61, S6 54 (2025): 16-23

Tran, T. N., & Nguyen, Q. D. (2024). Research on the
influence of genetic algorithm parameters on
XGBoost in load forecasting. Engineering,
Technology & Applied Science Research, 14(6),
18849-18854.
https://doi.org/10.48084/etasr.8863

Tran, T. N., Nguyen, Q. D., & Lam, B. M. (2024).
Impact of kernel functions on support vector
machine models in classification and regression
problems. In Proceedings of the International
Conference on Sustainable Energy Technologies
(ICSET) (pp. 813-820). Springer.
https://doi.org/10.1007/978-981-97-1868-9_80

Vu, N. H. M., Khanh, N. T. P., Cuong, V. V., &
Binh, P. T. T. (2017). Forecast on Vietnam
electricity consumption to 2030. In Proceedings
of the 2017 International Conference on
Electrical Engineering and Informatics
(ICELTICs 2017), 72-77).
https://doi.org/10.1109/ICELTICS.2017.8253238

Vuong, T. C., & Pham, H. H. (2023). Application of
the LightGBM algorithm in land cover
classification of Ly Son Island District, Vietnam.
Journal of Geodesy and Cartography Science, 56,
51-57.
https://doi.org/10.54491/jgac.2023.56.685

Wang, C., Li, X., Shi, Y., Jiang, W., Song, Q., & Li,
X. (2024). Load forecasting method based on
CNN and extended LSTM. Energy Reports, 12,
2452-2461.
https://doi.org/10.1016/j.egyr.2024.07.030

Yang, L., & Shami, A. (2020). On hyperparameter
optimization of machine learning algorithms:
Theory and practice. Neurocomputing, 415, 295—
316.
https://doi.org/10.1016/j.neucom.2020.07.061

Starukhin, Y., & Diukarev, V. (2024).
AUTOMATION OF TEXT DATA
PROCESSING USING NLP. The American
Journal of Engineering and Technology, 6(07),
24-39.
https://doi.org/10.37547/tajet/Volume06Issue07-
04

Zhang, D., & Gong, Y. (2020). The comparison of
LightGBM and XGBoost coupling factor
analysis and prediagnosis of acute liver failure.
IEEE Access, 8,220990-221003.
https://doi.org/10.1109/ACCESS.2020.3042848

Zwolle, M. G. B. (2022). Analysing environmental
ratings’ ability to model firms’ emission

behaviour. Econometrie.
http://hdl.handle.net/2105/62071


https://doi.org/10.1007/978-3-642-80328-4
https://doi.org/10.1016/j.petrol.2020.107916
https://doi.org/10.29408/jit.v8i1.28468
https://doi.org/10.1109/TPWRS.2009.2036017
https://doi.org/10.1007/s13563-022-00354-y
https://doi.org/10.32479/ijeep.14121
https://doi.org/10.1155/2021/6252362
https://jst-ud.vn/jst-ud/article/view/1906
https://doi.org/10.1016/j.enbuild.2023.113694
https://doi.org/10.1007/978-981-97-1868-9_80
https://doi.org/10.1109/ICELTICS.2017.8253238
https://doi.org/10.54491/jgac.2023.56.685
https://doi.org/10.1016/j.neucom.2020.07.061
https://doi.org/10.37547/tajet/Volume06Issue07-04
https://doi.org/10.37547/tajet/Volume06Issue07-04
https://doi.org/10.1109/ACCESS.2020.3042848
http://hdl.handle.net/2105/62071

	1. GIỚI THIỆU
	2. MÔ HÌNH LGB VÀ GIẢI THUẬT  BO-GP
	2.1. Mô hình LGB
	2.2. Giải thuật BO-GP

	3. MÔ HÌNH ĐỀ XUẤT
	4. KẾT QUẢ VÀ THẢO LUẬN
	4.1. Dữ liệu và thiết lập thí nghiệm
	4.2. Kết quả và phân tích
	4.2.1. Phân tích sự phân tán trong kết quả
	4.2.2. Đánh giá tác động của các tham số đến độ chính xác của thuật toán BP-GP
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