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TOM TAT

Bai bdo nay trinh bay phwong phap phdn cum cdc bai bao toan
hoc theo nhom dwa trén tir khoa bdng cdch sur dung thugt toan SVD
va K-means. Pau tién, cdc tir khéa duoc biéu dién bang TF-IDF,
sau d6 ap dung SVD dé giam sé chiéu, gii lai cdc dic trung quan
trong. Tié}? theo, thudt toan K-means dwoc s dung aé phdn cum
cdc bai bdo theo mire dg twong dong ciia tir khéa, tir @6 cdc tdc gid
6 ciing chii dé nghién ciru dwoc nhém lai véi nhau. Viéc giam
chiéu théng qua SVD gitip cdc thudt todn hoc mdy nhw K-means
hoat dong tot hon nho tdp trung vao cdc yéu té quan trong nhdt
cua dir liéu.

Tir khoa: Gia tri ki di, phwong phap TF-IDF, thudt toan K-means,
thudt toan SVD

ABSTRACT

This paper presents a method for clustering mathematical articles
into groups based on keywords using the SVD and K-means
algorithms. First, the keywords are represented using TF-IDF, and
then SVD is applied to reduce the dimensionality, retaining the
important features. Next, the K-means algorithm is used to cluster
the articles based on the similarity of keywords, thereby grouping
authors with similar research topics. Dimensionality reduction
through SVD helps machine learning algorithms like K-means
perform better by focusing on the most important features of the
data.

Keywords: K-means algorithm, singular value, singular value
decomposition algorithm (SVD), Term Frequency-Inverse
Document Frequency method

1. GIOI THIEU

Tir nhitng ndm dau cia thé ky 19, cac nha toan
hoc nhu Carl Gustav, Jacob Jacobi, Eugenio
Beltrami va Camille Jordan 1a nhiing nguoi tién
phong trong vi¢c nghién cuu bai toan phan rd ma
tran. Pdc biét, nha toan hoc Jacobi 1a nguoi dé
xudng viée tinh todn cac gia tri riéng va vécto riéng
clia ma tran ddi xtng. Nhitng nghién ciru nay da dat

nén moéng cho sy phat trién cua thut toan SVD
(singular value decomposition). Nam 1936, Eckart
va Gale Young (1936) dd mo ti phuong phap xap xi
mot ma tran bﬁng mdt ma tran c6 hang thép hon
bang cach sir dung SVD. Dén nhitng nam 60 cuia thé
ky 20, cac nha toan hoc da bét dau nhan ra gia tri
ciia SVD trong cac tmg dung thyuc té. Nhing tinh
toan SVD trong céc cong trinh cua Golub va Kahan
(1965) da dat nén méng cho cac thuat toan hiéu qua
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dé tinh toan SVD bing céng cu may tinh sau nay.
Giai doan dau, SVD dugc sir dung rong rii trong cac
linh vyc nhu giam chiéu dir liéu, xtr Ly tin hi¢u, phan
tich dir liéu, thong ké,... Dén nhiing nim 90, SVD
trd thanh cong cu quan trong trong khoa hoc may
tinh, cu thé nhu giai céc bai toan tim kiém va truy
hoi thong tin, phan loai van ban va nhan dang mau
(Stewart, 1993). Bén cubi thé ky 20, SVD tiép tuc
dugc phét trién va (mg dung rong rii trong nhiéu
linh vyc, dac biét 1a trong linh vyc xr 1y ngdén ngir
tu nhién, nhin dang anh (Turk & Pentland, 1991).
Vao dau thé ky 21, véi su phat trién manh mé cua
tri tué nhan tao va hoc may, SVD van ching t6 minh
1a cong cu co ban trong nhiéu thuat todn va mo hinh.
SVD dugc str dung trong viéc giam s chiéu va tdi
uu hoa ma tran (Koren et al., 2009; Kaloorazi,
2018). Sy phat trién lién tuc cua thuat toan va ung
dung ctia SVD trong nhiéu linh virc khoa hoc va ki
thuat da bién né tré thanh mot cong cu khong thé
thiéu trong phan tich va xu 1y dir li¢u hién dai. Bén
canh thuit toan SVD truyén théng thi cac bién thé
ctia nd nhu Truncated SVD, Randomized SVD va
Incremental SVD duogc st dung rong rai trong vi¢c
phan tich va xtr Iy dit liu 16n (big data), hoc may va
thi gidc may tinh.

Cho A 1a mdt ma trdn cap m x n, SVD biéu dién
ma tran A nhu sau:

A=UXVT, (1)

trong do, U 1a mQt ma trén truc giao cép mxm;
¥ 12 mot ma tran dudng chéo cip m x n véi céc gia
tri trén duong chéo 1a khong am va duoc sip theo
th tu giam dan o, >0, > >0, =20=0=

-+ =0, véi 0; bang cin bac hai duong ciia cc gia
tri riéng ctia ma trin AT A, céc gid tri nay goi 1a gia
tri ky di ciia 4; V 1a mQt ma tran truc giao cép nxn
va VT 1a ma tran chuyén vi coa V.

Thuét toan SVD gitp giam s chiéu cua dit liéu
ma van giit lai cac ddc trung quan trong nhat, gitip
xt ly dit li¢u 16n hiéu qua hon va giam do phuc tap
khi tinh toan.

Bén canh d6, bai toan toi uu roi rac dong mot vai
trd quan trong trong nhiéu linh vuc ctia doi séng va
khoa hoc ky thuat (Stanimirovic, 2020). Mot s6 tmg
dung thuc t& c6 thé ké dén nhu bai toan phéan loai
van ban, bai toan quan ly chudi cung g, bai toan
van tai, bai toan thiét ké va quan 1y mang, bai toan
quan ly tai nguyén, bai toan lap lich, bai toan phan
tich cong dong (Ramponi et al, 2019); (mg dung
trong khoa hoc may tinh va tri tu¢ nhén tao, dién
toan luong tir (Zha et al., 2001; Miettinen et al.,
2008). Thuat toan SVD déng gop mdt cach truc tiép
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cling nhu gian tiép trong viéc giai cac bai toan t6i uu
roi rac (Sarkar & Dong, 2011; Chicco & Masseroli,
2013; Li et al., 2021).

Nhu da gidi thi¢u & trén, thuét toan SVD co
nhiéu tmg dung. Bai viét nay trinh bay mot s6 két
qua cua viéc st dung hai thuit toan SVD va K-
means dé phan nhom tac gia thude linh vie toan hoc
dua trén cac tir khoa trong cac bai bao khoa hoc cia
ho da duoc cong bd trén Tap chi Khoa hoc Pai hoc
Can Tho tir nam 2020 dén nam 2024.

2. THUAT TOAN VA PHUONG PHAP
NGHIEN CUU

Phén cum 1a viéc chia mét tap hop cac d6i tuong
thanh cac nhém sao cho céc dbi twong trong nhom
c6 tinh chit twong ty nhau. Bai todn nay thudng
duoc tng dung trong phan tich dit li¢u, nhan dang
mau, hoc may, ...

2.1. Phuong phap TF-IDF

TF-IDF (Term Frequency-Inverse Document
Frequency) 1a mot phuong phap pho bién trong phan
tich van ban dé chuyén doi dir liéu vin ban thanh cac
dic trung s6. Phuong phap TF-IDF 1a cong cu hitu
ich cho cac thuat toan hoc may nhu phan cum va
phan loai.

Ap dung TF-IDF cho danh sach céc bai bao (tir
khoa), van ban da dugc chuyén doi thanh ma tran,
trong d6 moi hang twong (g véi mot bai bao va mdi
ot twong Ung v6i mot thuat ngir. Mdi 6 trong ma
tran chira diém TF-IDF cho mdt thuét nglt cu thé
trong mot bai bao. Biéu dién s6 nay sau d6 co thé
duogc str dung cho phan cum, phan loai hoac cac loai
phén tich khac.

Tan suét thuat ngit (TF) do ludng tan sudt xuat
hién cua mot tir (thudt ngit) trong moét tai li€u. Tu
xuét hién cang nhiéu trong mét tai liu thi diém s6
TF cang cao.

TE(t,d) ==,
n

trong dom la sé lan xuat hién thuat ngir ¢ trong
tai liéu d va n 1a tong so thuat ngit xuat hién trong
tai liu d.

Nghich dao tan suat tai liéu (IDF) gitp giam tAm
quan trong cuia nhing tir thong dung xuét hién trong
nhiéu tai liéu va 1am ting trong s clia cac thuat ngir
hiém gip trong toan by tap tai liéu

IDF(¢) = log G)

trong d6, s 1a tong sb tai liéu va [ 1a so tai liéu
chura thudt ngir t.
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Diém TF-IDF cubi cung cho mdi thuat ngit trong
mot tai liu la tich cua tan suat thuat ngir (TF) va
nghich dao tan suat tai liéu (IDF)

TF-IDF(t,d) = TF(t,d). IDF(¢).
2.2. Thuéit toan SVD
2.2.1. Gidi thiéu vé SVD

Phan tich gia tri riéng (chéo hoa) 1a mot cong cu
manh m& duoc s dung trong nhiéu linh vuc khac
nhau tir toan hoc thuén tiy dén cac ing dung thue
tien. Tuy nhién, viéc chéo hdéa mot ma tran khong
phai luc nao ciing thyc hién dugc va chi ap dung
dugc cho ma tran vudng. Trong thuc té c6 rat nhidu
bo dir lieu duge biéu ghen dll’O’l dang gac ma tran
khong vudng. Tur yéu cau thuc tien d6, can mot cong
cu phan rd ma trdn manh mé hon va phén tich SVD
dé ra doi. Yéu cau dit ra, 1am thé nao d€ phan tich
mot ma tran A cap m X n thanh tich cua ba ma tran
c6 dang (1).

Xét ma tran

ATA = WU VDHTWUXVT) =VvYTUTUSVT (2)

AAT = UV VDT = UvTvYTuT (3)

Do U,V 14 hai ma tran tryc giao nén UTU = I,,,
va VTV =1, nghia 1la UT=U"1 va VT =V1,
Thay vao (2) va (3) ta dugc

ATA=V3yTyy—1 4
va
AAT =UYYTU? (5)

Tu (4) suy ra V 1a ma tran chéo héa dugc ma tran
ATAva YTy 1a dang chéo cua ma trén AT A.

Tuong tg, tr (5) suy ra U 1a ma tran chéo hoa
duge ma trin AAT va Y37 1a dang chéo clia ma trn
AAT.

Khi do, U, V 1a cac ma trdn ma cac ct cia chung
lan luot 14 cac vécto riéng doc lap tuyen tinh cua ma
tran AAT va AT A.

Hon nita, vi hai ma trin AAT va ATA 13 hai ma
tran nira xac dinh duong nén cac gia tri riéng cua
chung la khong am.

Dinh 1y 2.1 Hai ma tran AAT va ATA ¢6 céc gia
tri riéng duong bang nhau.

Chtng minh:

Gia s ma tran A cap m x n. Goi o; 1a cac gia
tri ky di cua ma trdn A, A va A’ lan luot 13 gia tri
riéng ctia ma tran AAT va ATA . Khi do, ta co
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Néum > n thi
o O 0
0 o, 0
E=lo 0 v o
00 < 0
0 0 0
Néum < n thi
0y 0 e 0 0
N
0 0 Oy 0
Dit r = min(m, n). Khi do, ta c6
det(AAT — AL,) = det (UY.XTU - AL,)
=det (UXYT — AL)UH=detXXT — AL,)
= (of —D(0F =) (o7 = D(=D)™T.
Mait khac,

det(ATA —A'L) = det (VYTXV-t-2'L)
=det V'Y — A'I,)V H)=det(T"Y — A'L,)

= (02 = X)(0} = )~ (0 = XY (=A)"".

Tir két qua trén ta suy ra diéu phai chimg minh.m

Nhén xét: Trkét qué tréntasuyrad = ' = ¢,°.

H¢ qua 1: Gia sir A 13 mot ma tran vudng ddi
xung nua xac dinh duong. Khi d6, cac gia tri ki di
cua A chinh 1a céc gia tri riéng cta no.

Chirng minh:

Vi A 1a mot ma tradn vudng dbi xtmgnénA = AT,

Goi A la gia tri riéng cua A va v 1a mot vécto
riéng twong ung voi gia tri riéng A va ||lv|| = 1.

Vi A 14 ma trén ntra xac dinh duong nén suy ra
A=0.

Ta co,
Av = Av.
Xét (ATA)v = AT (Av) = Adv = A(Av) = 1%v.

Suy ra, A 1a gid tri riéng ctia ma tran AT A, nghia
ladlagiatrikydiciamatrdan A. m
2.2.2. Cdc buéc dé tinh SVD

Budc 1: Tinh gia tri riéng, vecto riéng cua ATA
dé tim hai ma trén V, 2 tiép do tinh gi4 tri riéng,
vécto riéng ciia AAT dé tim ma trén U.
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Buwéc 2: Xay dung ma tran U, ), va V, trong do
ma tran X chira cac can bac hai duong cua cac gia tri
riéng (khong Am) cua AT A hodc AAT; céc cot cua U
1a céc vécto riéng dd dugc chuan hoa cta AAT va
céc cot cua V 1a cac vécto riéng chuan hoa ciia AT A.

Buwéc 3: Biéu dién ma trin A=U Y. V7.

1 2
Vi du: Chomatran A = (O 1). Phan tich ma
1 1
tran A thanh U Y V7.
Giai:
Xét
Ta _12—=2 3
det(ATA — ML) = | 2 e
=A2-81+3=0,
suyrad;, =4 ++13.
VoiA, =4 ++13,taco
ATA—/1112=(_2_V13 3 )
3 2—+13
2—+13
0 0

Suy ra vécto riéng cua AT A tuong ing véi gia tri
riéng 4, = 4 + VI3 1a v, (—2 +3V 13).

Chuan ciia vécto riéng
2
llv,ll = \/(—2 ++13)" + 32,

Void, =4 —+13,tacod

ATA—/1212=(_2+‘/13 3 )
3 2413
2 +13
0 0

Suy ra vécto riéng cua AT A tuong ing véi gia tri

ring A, =4 —VI3 lav, = (2 +3V13).
Chuan ciia vécto riéng

llv,ll = (2 +V13)" + 32,

V1 V2 )
[lw211 J*

Khi d6, ma tran V = (—

loall

Mait khac,
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5-1 2 3
det(AAT —AL)=| 2 1-1 1

3 1 2—1
=—-13+4812-31=0.
Suyra, A4, =4++v13,1; = 0.
VoiA, =4 ++13,taco
-3 —-+v13
1 0 ——
4
AAT — M1 > 1-V13
4
0 0 0
Suy ra vécto riéng cua AT A tuong ing véi gia tri
3++v13
riengA; =4+ V13 lau,- | —1 + /13 |-
4
Void, =4 —+13,tacod
1 -3 ++v13
r 4
AAT = 2,1, - 1413
4
0 0 0
Suy ra vécto riéng cua AT A tuong ing véi gia tri
3—+13
riengd, =4 —-v13lau, = -1 - /13 |-
4
Véid=0,tacod
1 0 1
AAT L0 1 —1).
0 0 O

Suy ra vécto riéng cua AT A tuong ing véi gia tri

i

gl

rieng A; = 0 1a ug

uz

[zl

us

Ilugll)'

Gié tri ky di cia A 1a 0y = \/1;, 0, = \/4,. Suy
ra, ma tran

Khi d6, ma tran U = (

o, 0 4 ++13 0
X2=10 a,]= .
0O 0 0 4—-+/13
0 0

Viymatrin A = UYVT.
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2.2.3. Y nghia hinh hoc ciia phan tich SVD
Phan ti(;h SVD ]21 vi€c thuc hi€n ba phép bién
hinh lién tiep, bao gdbm phép quay tuong tng v6i ma

Hinh vuang ban dau Sau khi ap dung V=T

Tdp 61, S6 24 (2025): 105-115

tran truc giao V7, phép vi tu twong (rng ma tran chéo
>’ va phép quay tuong ng v4i ma tran truc giao U
(Hinh 1).

Sau khi p dung I Sau khi ap dung U

~1.00 -0.75 —0.50 —0.25 000 025 050 075 100 075 050 -0.25 000 025 050 075

-3 -2 -1 [ 1 2 3 -3

Hinh 1. Biéu dién hinh hoc ciia phin tich SVD

2.3. Giam chidu dir liu bing SVD

(Truncated SVD)

Cho ma trdn A 1a mét ma tran cép mXn,
thuat toan SVD phan tich ma trdn A thanh dang

A=UXxVT.

O day, ¥ 1a mot ma tran duong chéo capm X n
voi cdc gia tri trén duong chéo la khéng am va dugc
sap theo thi ty giam dan 020,22 20,20=
0 = --- = 0. Khi do, ta xap xi ma tran A bang tong
cua k ma trdn c6 hang bang 1 (véi k < n).

A=A, =U Y WV)" =X o uw”.

U, I
] L

[ 1 [

(V)"

ouv] OpuKVE

DUEH**DDEH

Hinh 2. Truncated SVD (Vu, 2018)
2.4. Thuit toan phan cum K-means

Trong thuc t&, mot yéu ciu quan trong trong xu
ly dir li¢u 14 phai phan chia dir liéu do6. Vi du, mot
cong ty can dua ra chinh sach chim soc khach hang,
chién lugc kinh doanh thi cong ty can phén chia cac
nhom khach hang phu hop vdi tiéu chi dat ra. Phan
chia dit liéu s& gitp hiéu 16 hon cau tric dir li¢u, 1am
giam d6 phc tap cua dir lidu, 1a cong cu tién xir 1y
cho cac thuit toan khéc ciing nhu tmg dung thuc tién
vao nhiéu linh vyc khac. Do d6, phan cum dir lidu
khong nhiing 1am cho céc cong doan khac tro nén
don gian hon ma con tang hi¢u qua ciing nhu thoi

109

gian xtr Iy cong viéc, kha nang ra quyét dinh. Mot
sO thuat toan phan cum dir liéu tiéu biéu nhu K-
means, Hierarchica, DBSCAN, Mean Shift,
GMM,... Mdi phuong phap déu c6 nhitng wu diém
va nhugc diém. Trong pham vi bai béo nay, tac gia
trinh bay thudt toan phan cum K-means bdi vi nd
don gian nhung hiéu qua vdi cac tap dir liéu 16n.

Thuat toan phan cum K-means thyc hi¢én nhu
sau:

Budée 1: Tir dit liéu dau vao ta thuc hién viée lua
chon sO0 nhém can tim.

Buwéc 2: Mdi cum chon mét diém dai dién
(centroid).

Buéc 3: Phan mdi dit lidu vao nhom bang cach
tinh khoang cach ciia mot diém bat ky dén cac
centroid. Piém d6 gan centroid nao hon thi s& thugc
vé nhom chira centroid do.

Budrc 4: Cap nhat lai cac centroid cho timg cum
bang céch ly trung binh cong cua tat ca cac diém
dir liéu cua nhom.

Buwére 5: Lap lai Budc 3.

Vif::c lya chon khoang cach nétg phu thudc vao
dac diém dir liéu va muc dich cu thé cta bai toan.

2.5. Mt s loai khoang cach

Viéc do khoang céch giita cac diém dir lidu
thuong duge thyce hién dua trén cac chuan (khoang

céch). Dudi day 1a mot so khoang cach phd bién
thuong hay st dung.

2.5.1. Khoang cach Euclide

d(x,y) =X (g —y)*

Khoang cach nay thuong dugc sir dung trong K-
means, K-nearest neighbors (KNN).
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2.5.2. Khodang cach Manhattan
d(x,y) = Xitalx — yil.
Khoang cach nay phi hop véi céc dit lidu c6 cau
truc ludi, ’chéng hz_i,n nhu dir liéu hinh anh hoac cac
bai toan toi wu tuyen tinh.

Ngoai ra con mot s6 loai khoang céach khéac nhu
khoang cach Chebyshev, khoang cach Minkowski,
khoang cach Cosine, khoang caich Hamming,

3. KET QUA VA THAO LUAN

Thuét toan SVD di mang lai nhiéu tng dung.
Bai bao nay trinh bay viéc phan cum céc bai bao
khoa hoc theo nhom tac gia hodc hudng nghién ctru
thong qua cac tr khoa trong cac cong trinh da
cong bo.

3.1. Sw cén thiét phai phan cum dif ligu

Dé khai pha dir li¢u mot cach hi¢u qua thi viéc
nhém céc dbi tuong hodc cac diém dir licu lai voi
nhau 1a can thiét theo nguyén tic cac dir liéu c6
nhiéu diém twong déng s& nhom thanh mot nhom.
Viéc phan cum mang lai nhiéu loi ich cling nhu ung
dung trong nhiéu linh vuc, cu thé nhu: Trong phan
tich thi truong, viéc phan cum khach hang dya vao
thoi quen mua sam hodc dic diém c4 nhan (gidi tinh,
nghé nghiép, so thich,...) c6 thé gitip cac doanh
nghiép xay dung cac chién lugc marketing phi hop;
trong phan tich van ban, vi¢c nhom céc tai li¢u hoac
bai bao tuong tu nhau cé thé xac dinh duoc dinh
hudng nghién clru clia cac nhom tac gia dé tir d6 co
thé xay dung nhimg nhém nghién ciru lién nganh,
da linh vyc hi€u qua hon. Hon nira, viéc phan cym
¢6 thé hd tro tét trong vi¢c phan tich va nhan dién
céc nhom diém anh hodc di tugng trong mot hinh
anh, phan cum cac cau triic gene, protein dya trén
chtic ning hodc ciu tric cia chung. Phan cum dir
liéu giup kham phé ciu triic an trong dir liéu, phat
hién cac di thuong ciling nhu 1am giam dang ké s6
luong mau can phan tich, tir do lam ting hiu qua
cua vi¢c xur ly dit liéu. Nho do, ta co thé hiéu rd hon
vé dit liéu va dua ra cac quyét dinh tét hon trong
viéc khai thac thong tin tir dit li€u do.
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3.2. Phian nhém cac bai bao khoa hoc dya
trén tir khéa bang ciach két hgp thuit
toan SVD va K-means

Viéc phén nhém qéc bai bao khoa hoc dua trén
tr khoa bang cach ket hop thuét toan SVD va K-
means c6 thé duoc thuc hién nhu sau:

Budée 1: Chuén bi dir liéu (Iap danh sach cac tir
khoa ctia mét so bai bao can phan nhom).

Budre 2: Xay dung ma tran dit liéu bang cach su
dung phuong phap TF-IDF.

Budre 3: Sir dung thuat toan SVD dé giam chiéu
dir liéu (Truncated SVD).

Buwére 4: Thyc hién phan cum bing thuat toan K-
means.
3.3. Sir dung Python dé thue hién phin cym
ciac nhém bai bao bang cach két hop
thuit toan SVD va K-means

No§i dung muc nay 1a minh hoa cho thuat toan
duoc dé xuat & Muc 3.2. Yéu cau bai toan: Sir dung
Python dé phéan cum 20 bai bao dugc dang trén Tap
chi Khoa hoc Pai hoc Can Tho tir ndm 2020 dén
nam 2024 thudc linh vuc toan hoc ciia 4 Nhom tac
gia dua trén tir khoa bang cach két hop thuat toan
SVD va K-means.

3.3.1. Chuan bi di liéu

Thuyc hién viéc thong ké tir khoa ctia 20 bai bao
thudc linh vyc toan hoc ctia 4 nhom tac gia.

Nhom tac gia thir nhit co 09 bai bao khoa hoc
(Vo et al., 2020a, 2020b, 2021, 2022a, 2022b,
2022c, 2022d, 2024; Truong et al., 2024).

Nhom tac gia thtr hai c6 04 bai bao khoa hoc
(Lam, 2021; Lam et al., 2021, 2024a, 2024b).

Nhom tac gia thir ba c6 03 bai bdo khoa hoc
(Nguyen, 2020; Nguyen & Dao, 2022; Tran &
Nguyen, 2024).

Nhom tac gia thor tw c6 04 bai bao khoa hoc
(Dinh et al., 2022; Nguyen et al., 2023; Nguyen et
al., 2023; Tran et al., 2023).

Danh séc,h cac tir khoa duoc trich tir 20 bai bao
trén dugc thong ké trong Bang 1.
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Bang 1. Thong ké tir khéa ciia 20 bai bio thudc linh vuc toan hoc

Bai bdo s6_ Nhém tic gid Tir khéa

Clustering, distance, extracting images, probability density function

Interval time series, forecasting model, fuzzy relationship, cluster analysis
Random walk, Jacob-Bernoulli's formula, moment, Markov operator
Mordukhovich subdifferential, optimal control, coderivative, marginal function,

Markov operator, Poisson equation, Random walk, variance

Ekeland’s variational principle, interval-valued functions, outer semicontinuity
Weierstrass theorem, semicontinuity, interval valued function

Interval-valued functions, Ekeland’s variational principle, weakly boundedness
Classification, distance, extracting image, probability density function

Law of large number, unfair game model, method of moment, Markov operator
Central limit theorem, fair game model, Markov operator, method of moment,

Classification, image data, priori probability, overlap distance
Boundary control, distributed control, existence of solution, full Lipschitzian

Cluster analysis, forecasting model, interval data, time series
Marginal function, objective function, optimal control, regular subdifferential

Clustering algorithm, image data, interval data, overlap distance

1 1
2 1
3 2
4 3 - L . .
elliptic partial differential equation
5 2
6 4
7 4
8 1 Cluster analysis, distance, discrete data, genetic algorithm
? 4 from below, inner semicontinuity
10 1 Forecasting, fuzzy time series, future, original data
11 1
12 2
13 2 random walk
14 1 Algorithm, cluster analysis, distance, similar index
15 1
16 3 - L o
stability, optimality condition
17 1
18 3 . . X .
(Fréchet subdifferential), solution map
19 1
20 4

Ekeland’s variational principle, lower semicontinuity, set perturbation

Thu vién Pandas 1a mét cong cu trong Python
dugc sir dung dé xir Iy va phan tich dir liéu dudi dang
bang. Pandas cung cép cac cau trac dir liéu nhu
DataFrame va Series dé quan 1y va thao tic véi dir
liéu dé dang hon.

Thu vién Pandas trong Python duoc sir dung dé
nhép di li¢u bang 1énh

import pandas as pd
# Danh sach cac bai bao voi tir khoa
articles = [

"Clustering, distance, extracting images,

probability density function”,

"Interval time series, forecasting model, fuzzy
relationship, cluster analysis",

"Random walk, Jacob-Bernoulli's formula,

moment, Markov operator",

"Mordukhovich subdifferential, optimal control,
coderivative, marginal function, elliptic partial
differential equation",

"Markov operator, Poisson equation, Random
b &
walk, variance",
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"Ekeland’s variational principle, interval-valued
functions, outer semicontinuity",

"Weierstrass theorem, semicontinuity, interval
valued functions",

"Cluster analysis, distance, discrete data, genetic
algorithm",

"Interval-valued functions, Ekeland’s
variational principle, weakly boundedness from
below, inner semicontinuity",

"Forecasting, fuzzy time series, future, original
data",

"Classification, distance, image,

probability density function”,

extracting

"Law of large number, unfair game model,
method of moment, Markov operator”,

"Central limit theorem, fair game model,
Markov operator, method of moment, random
walk",

"Algorithm, cluster analysis, distance, similar
index",
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"Classification, image data, priori probability,
overlap distance",

"Boundary control, distributed control, existence
of solution, full Lipschitzian stability, optimality
condition",

"Cluster analysis, forecasting model, interval
data, time series",

"Marginal function, objective function, optimal
control, regular subdifferential (Fréchet
subdifferential), solution map",

"Clustering algorithm, image data, interval data,
overlap distance",

"Ekeland’s  variational  principle, lower
semicontinuity, set perturbation”
]

3.3.2. Xay dung ma tran dir liéu

Ma tran TF-IDF 1a mot dang biéu dién vin ban
dudi dang s6 lidu thong ké dé danh gia mirc d6 quan
trong ctia cac tlr trong van ban, dong thoi giam anh
hudng cua cac tir thong dung (stop words). Moi van
ban dugc biéu dién dudi dang vécto trong khong
gian tir vung. Dé chuyén d6i dir liéu vin ban thanh
ma tran TF-IDF ta st dung lénh TfidfVectorizer tir
thu vién scikit-learn trong Python. Pay la mét cong
cu phod bién dugc sir dung trong xir 1y dit liéu va hoc
may.

from sklearn.feature extraction.text
TfidfVectorizer

# Bién doi cac tir khoa thanh vécto TF-IDF

import

vectorizer = TfidfVectorizer ()

X = vectorizer.fit_transform(articles)
3.3.3. Gidm chiéu dit liéu bang thudt todn SVD

L6p TruncatedSVD tr thu vign scikit-learn
duogc st dung dé giam s6 chiéu cua dir liéu sau khi
da dugc chuyén thanh vécto, giup giit lai nhiing
thanh phan quan trong nhat cia dir lidu va giam do
phirc tap khi thuc hién cac thudt toan phan cum.
Trong xtt Iy van ban, nd ¢ thé gitp giam sé lwong
tir dai dién ma van giir duogc nhiéu thong tin.

from
TruncatedSVD

sklearn.decomposition import
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# Giam chiéu dir liéu bang SVD

svd TruncatedSVD(n_components=2) #

Giam xubng 2 chiéu dé dé tryc quan hoa
X svd = svd.fit_transform(X)

3.3.4. Phdn cum dir liéu bdng thudt toan K-
means

Thuat toan K-means dugc sit dung dé phan cum
céc van ban sau khi di biéu dién ching dudi dang
vécto, giup xac dinh cac nhom van ban c6 ndi dung
tuong tu dyua trén khoang cach Euclide.

from sklearn.cluster import KMeans
# Thyc hién phan cym K-means
k=n #S6 cum mong mudn

kmeans
random_state=0).fit(X_svd)

KMeans(n_clusters=k,

labels = kmeans.labels_

3.3.5. Két qua phdn cum

Goi plt tr thu vién matplotlib.pyplot trong
Python dugc dung dé v& do thi va truc quan hoa két
qgé phéan cum, vi dy nhu: ve jbiéq do thé hién su phan
bo ctia cdc cum hoac biéu (§I6 thé hién s6 chiéu duoc
gitr lai sau khi gidm so6 chiéu bang SVD.

import matplotlib.pyplot as plt

# V& biéu d6 phan cum

plt.scatter(X_svd[:, 0], X svd[:, 1], c=labels,
cmap="viridis')

for i, article in enumerate(articles):

plt.text(X_svd[i, 0], X svd[i, 1], str(i+1),
fontsize=12)

plt.xlabel('Component 1")
plt.ylabel('Component 2")
plt.show()

Duéi day 1a két qua thyuc hién phan nhom trong
cac trudng hop k = 1,2,3,4,5,6. Khi 4o, két qua
phén cum céc bai bao cua 4 Nhom tac gia dua trén
tir khoa ciia cac bai bao khoa hoc cua ho bang cach
sir dung Python d tinh toan duoc cho boi Bang 2
voi sb lwong cum khac nhau.



Tap chi Khoa hoc Dai hoc Can Tho

Bing 2: Két qua phan cum véik = 1,2,3,4,5,6
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Cum

Bai bso s6

1,2,8,10, 11, 14, 1, 8, 11, 14, 15,

1 1,2,8,10, 11, 14, 15, 17,19 N ' L1, 15 L1115
3.4,5,6,7.9,12, 13,16, 18, 3.4.5,12, 13,16, 3.4,5.12,13, 3.4.5,12, 13,

2 20 18 16, 18 16,18  >»> 121

3 6,7,9,20 6,7,9,20  6,7,9,20  6,7,9,20

4 2.10,17 2.10,17 210,17

5 8 14.19  8.14.19

6 4.16.18

Hinh 3 1 hinh anh minh hoa cho két qua phan
cum 20 bai bao l‘<110a hoc cta 4 Nhom tac gia trén
khong gian 2 chiéu dugc cho boi Bang 1.

K

Hinh 3. Két qua phin cum ctia bai bao dua trén
tir khéa bang SVD va K-Means

Két qua trén cho thay viéc két hop thuat toan
SVD va thuat toan phan cum K-means cho két qua
kha chinh xac cac cong trinh nghién ctru cua cac tac
gia. Vi dy, véi truong hop k = 6, ta thiy cic cum
1,4, 5 1a cac bai bao thudc vé nhom tac gia thir nhat;
cum 2 14 cac bai bao thudc vé nhém tac gia thu hai;
cum 3 14 cac bai bao thudc vé nhom tac gia tha tu;
cum 6 1a cac bai bao thudc vé nhom tac gia thir ba.
Nhom téc gia thir nhat do c6 nhiéu huéng nghién
ctru khac nhau nén dugc phan thanh cac cum nhd
hon phu hop véi cac hudng nghién ctru do.

3.3.6. Danh gia hiéu qua cua thudt toan dwoc

dé xudat

Viéc phan cum cac bai bao khoa hoc duoc dua
trén cac tir khoa nén thuat toan dugc dé xuit rd rang
khong phu thude vao ngudn dir liéu duoc chon tir tap
chi ndo. Tuy nhién, d¢ chinh xac cua két qua thuat
toan phu thudc vao nhiéu yéu t6 khac nhau. Mot sb
yéu t6 quan trong anh hudng dén két qua co thé ké
dén nhur:

Thu nhat, dit liéu vé céc tir khéa ciia cac bai béo
khoa hoc duwgc chon d3 mang tinh dai dién cho
hudng nghién ctru hay bai bao khoa hoc da dugc
cong bd chua. Vi doi khi, cac tir khoa trong cac bai
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bao chua thuc sy phan anh dung ndi dung nghién
ctru hoac qua thong dung (stop words).

Thir hai, mot nhom tac gia c6 thé theo dudi nhidu
hudng nghién ctru chuyén sau khac nhau.

Thir ba, cac nhom tac gia khac nhau c6 thé c6
mot sO cong trinh cd6 hudng nghién cuu tuong tu
nhau.

Thi tu, s6 lugng nhom duoc chon dé phén cum
chua phu hop.

Tht nam, dit liéu co thé phan tan, khoéng tap
trung vao mot sd it cac hudng nghién ctru cha dao,
nghia 1a dir liéu duoc chon thudc qua nhidu hudng
nghién ctru hodc qua nhiéu nhém tac gia nhung mdi
nhom hogic mdi huéng nghién ctru c6 qua it bai bao.

Do @6, trong truong hop ngudn dir liéu 16n dé
nang cao tinh chinh x4c ctia thuat toan ta c6 thé ap
dung thuét toan theo phuong phap phan tang, chia
nho dir liéu dan dan. Dau tién, thuit toan s& phéan
chia dit liéu thanh mot sé lwong cum phu hop, sau
d6 tiép tuc ap dung thuét toan cho timg cum két qua
cua budc trudc. Noi mot cach tuong minh, gia su
yéu ciu bai toan 1 phéan chia dir liéu thanh n cum.
Néu ta chi ap dung thuét toan trén dé xudt mot lan,
tirc 1a chon k = n thi ta ¢6 thé bat dau véi k = m
cum (v6i m < n), tiép tuc phan chia tirmg cum trong
m thanh cac m; cum con, ctr thuc hién nhu vay cho
dén khi dat sb lwgng cum mong mubn. S luong
cum con ctia timg cum & mdi budc tiép theo khong
nhét thiét phai bang nhau. Phuong phap nay tao nén
su linh hoat trong qué trinh phan tich, giam dung
lugng bd nho, thoi gian xt Iy dir li¢u va tang tinh
chinh xac cua két qua.

4. KET LUAN

Phan cum cac bai bao toan hoc theo nhém dua
trén tir khoa bz:fmg thuat toan SVD va K-means la mét
phuong phap hidu qué trong viéc t6 chirc va quan 1y
thong tin khoa hoc. Bang cach s dung TF-IDF dé
mi hoa tir khoa va ap dung SVD dé giam sd chiéu,
phuong phéap nay giup tap trung vao cac dic trung
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quan trong nhét, loai bé nhidu va ting cuong kha
nang phat hién cic nhom bai béo c6 chu dé twong
ty. Sau khi giam s6 chiéu, thuét toan K-means phéan
cum céc bai béo dua trén mirc d¢ twong dong cua tir
khoa, gitip cac nha nghién ciru dé dang nhan dién
cac nhom tac gia c6 chung hudng nghién cuu.
Phuong phap nay khong chi cai thién kha nang phan
tich va xtr 1y dit li€u 16m, ma con dong gop vao vige
t6i uru hoa viéc tim kiém va phan loai cac bai bao
khoa hoc trong linh vuc toan hoc. Dya trén Kkét qua
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