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ABSTRACT

In this study, we present a workflow for data-driven materials
science discovery using a machine learning (ML) algorithm - an
artificial neural network (ANN). The focus is on predicting the
energy band gap (Egq,) of materials, a key electronic property in
solid-state physics. By employing supervised machine learning
techniques and a large dataset, the DenseNet model is optimized
to accurately predict Eqqp values. The effectiveness of the DenseNet
model is demonstrated through evaluation metrics such as the
coefficient of determination (R?), Mean Absolute Evror (MAE), and
Root Mean Squared Error (RMSE). The results show that the
model achieves its best performance with an R? of 0.7924 on the
training set and 0.6682 on the validation set. This research not
only contributes to the development of efficient computational
methods for materials science but also opens up new avenues in
the discovery and design of novel materials.

Keywords: Energy band gap, machine learning, Artificial neural
network
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1. PAT VAN BE

Ning lugng viing cim (Egp) 1d mot dic tinh dién
tir co ban ctia vét lidu, quyét dinh kha nang img dung
ctia chiing trong céc thiét bi dién tr va quang dién
tir. Viéc xac dinh Egqp ciia vat liéu béng cac phuong
phap khac nhau, ching han nhu tinh toan 1y thuyét
phiém ham mat 6 (DFT) va mé hinh hoc méay (ML)
da duoc sir dung dé du doan Eg,, v6i d0 chinh xac
cao; dong vai tro then chdt trong viéc thiét ké va phat
trién cac thiét bi tién tién, dic biét la trong linh vuc
ning luong tai tao va cong nghé ban dan (Mondal et
al., 2023; Lin et al., 2023). Tuy nhién, viéc do dac
Egap bﬁng thue nghiém thuong tén kém, phurc tap va
mat nhiéu thoi gian (Manzotti et al., 2022). Nghién
clru vé cac siéu mang quang dién tir cho thdy ving
cAm truyén dan rong hon trong cac ciu tric phirc
tap, md ra tiém nang cho cac bd loc nang lugng
chinh x4c va céc thiét bi quang dién tir (Wang et al.,
2022). Mat khac, cac phuong phéap tinh toan ly
thuyét, mac du cé dd chinh xac cao nhung lai doi hoi
ngudn lyc tinh toan 16n va thudng chi gisi han trong
cac h¢ vat li¢u don gian (Chowdhury et al., 2022).

Trong bdi canh do, su tién bo cua khoa hoc dit
liéu va hoc may (ML) da thuc sy cach mang hoa viéce
du doan cac dac tinh vat liéu nhu nang lugng ving
cAm (Egap) bang cach tan dung mang Neural nhén
tao (ANN) dé phan tich cac tap dit liéu 16n va cau
trac vat liéu phie tap (Askanazi & Grinberg, 2023).
Céac mo6 hinh ML, dac biét 1a ANN, vuot trdi trong
viéc nim bét cac mdi quan hé phirc tap giita cdu tric
va tinh chét cua vat liéu, cho phép du doan Egap
chinh x4c va hiéu qua ma khong can cac thi nghiém
ton kém hodc cac tinh toan 1y thuyét phuc tap
(Smith., 2023). ANN 1a mét m6 hinh may hoc (ML),
duogc xdy dung md phong theo nguyén Iy sinh hoc
cua bd ndo con ngudi (Cole, 2020). Chinh vi vay
thuat toan ANN c6 kha nang xir Iy song song véi tc
d6 xtr ly nhanh, c6 kha nang day hoc thich nghi, né
thich ung trong qué trinh ty diéu chinh trong diéu
chinh ty dong. Dic biét, ANN c6 thé hoc hoi tir dir
lidu dé xir 1y cac bai toan phi tuyén. Mic du c6
nhitng thach thirc do tinh khong thé giai thich (the
black-box nature) cua cac mo hinh ML, nghién ctu
gan ddy nhdn manh tim quan trong cta viéc hiéu do
tin cdy cta cac du doan ML, dic biét la dbi véi cac
tap dir liéu nho chiém wu thé hon so véi cac tap dir
liu 16n, d6 tin cay va do chinh xac ciia cac mo hinh
du doan cho cac tép dir li€u 16n c6 thé duge tang
cudng bang cach xdy dung bao 16i (constructing
convex hulls) trong khong gian dac trung (Askanazi
et al., 2023). Tién bo nay nh4n manh tiém nang cua
ML trong viéc thuc ddy kham pha va doi mai vat
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liéu, dac biét 1a trong céac linh vuc nhu luu trit nang
lwong, xuc tac, dién tir. Didu nay cho phép dy doan
Egap ctia cac vat liéu méi ma khong can thuc hién céc
thi nghiém ton kém hay tinh toan ly thuyét phuc tap.

Trong céac thuat toan ANN, m6 hinh DenseNet
dugc biét dén vai cac két ndi day dic tao diéu kién
cho viéc hoc céc dic trung ¢ cac mirc do triru tugng
khac nhau, d cho thay tiém nang trong cac linh vuc
khac nhau nhu cam bién va nhan dang hoat dong
(Liu et al., 2023). Tiém ning ciia nd6 mé rong dén
viéc du dodn Egp cua vt li¢u, dugc ching minh
béng hi€u qua cao va vuot trdi hon cdc mo hinh khac
nhu ResNet (Irawan et al., 2022; Hu et al., 2023).
V6i kha ning nay, DenseNet c6 tiém ning tré thanh
mot cong cu manh mé trong viéc du doan Eg,, cua
vat liéu.

Mang No - ron sdu
(Deep Neural Network)

Diligu
adu véio

Lop&n 3

Lopdn2

Hinh 1. Trwc quan héa thuit toain mang Neural
nhén tao

Mic du da ¢6 nhidu nghién ctru vé tng dung hoc
may trong khoa hoc vat li¢u, tuy nhién viéc tiép can
phuong phap hoc sdu — mang Neural nhan tao (Deep
Neural Network — Hinh 1) dé du doan Eg,, van con
la mot cach tiép can maoi va déy hira hen. Do @0,
nghién ctru nay nham muc dich khdm pha tiém ning
cta mo hinh DenseNet trong phuong phap hoc sau
nhim danh gi4 kha ning du doan Eg,, ctia vat liéu
trén mo hinh da dao tao. M6 hinh DenseNet sé duogc
huén luyén va t6i wu hoa trén mot tap dir liéu 16n vé
vat li€u, sau d6 m6 hinh dugc danh gia hi¢u suit
thong qua cac chi sé thdng ké nhu hé sb xac dinh
(R?), sai s6 tuyét ddi trung binh (MAE) va sai s6 can
quan phuong (RMSE). Nghién ctru nay khong chi
gop phan mé rong tmg dung cua DenseNet trong
linh vyc khoa hoc vat li€u ma con cung cép mot
cong cuy hitu ich cho viéc thiét ké va kham pha vat
liéu moi.
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2. KHUNG QUY TRINH HQC MAY
MANG NEURAL NHAN TAO DUA
TREN THUAT NGU HQC TAP SAU

Trong dé tai nay, mot khung thuat toan cho mang
luéi than kinh don gian dugc dé xuat va trién khai
thanh cong dé mé hinh héa dit liéu nang lwong ving
cAm (Egp) bang phuong phéap hoc sau co giam sat.

= -N 0s, humpy, pandas

| Kiéem tra thw vién [
iend Matplotlib, sklearn
i Tai dit liéu diu vio

Truy sufit va lam
sach dir liéu

” Truy suét thong tin di liéu

Kiém tra va lam sach

! ~»  Téi dit liéu di lam sach

Phan tach dir liéu

o Phin tach thinh cic tip train,
test, val (data)

~»  Luu cic tip dir liéu (.csv)

Tai di liéu di phin tich

" Tao vector thinh phén
! (tiép cin CBEY)
Thiét ip mé hinh i Xdc dinh va truy cip mang
mang neural PyTorch

N Khoi tao mo hinh DenseNet

Huan luyén mang neural

Y.

Y

Danh gia hiéu
suat mo hinh trén
test data

Hinh 2.1. Khung thuit toan mang Neural nhéan
tao de xuat dao tao dit liéu Egap bang phwong
phap hoc sdu c6 giam sat

Khung quy trinh thuat toan cia moé hinh
DenseNet dugc dé xuit nham dat hiéu suét tdt hon
ANN truyén théng trong cac tac vu hoc, & cac dac
diém:

+  Tao vector thanh phén (tiép cin CBFV):
budc ddc trung clia quy trinh DenseNet, khong cé
trong quy trinh ANN truyén théng. CBFV dugc tiép
can dé chuyén dbi thong tin vé thanh phan héa hoc
cua vat liéu thanh mdt vector déc trung, lam dau vao
cho mo hinh.

* Xac dinh va truy cip mang PyTorch:
khung quy trinh d& xuét chi 13 viéc sir dung PyTorch
- mot framework hoc sau phd bién hién nay, dé xay
dung va huén luyén mé hinh DenseNet.
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* Khéi tao mé hinh DenseNet: thay vi khoi
tao mot mo hinh ANN truyén thong, quy trinh nay
khoi tao mot mo hinh DenseNet.

Qua trinh xay dung chuong trinh thuat toan chia
lam 5 buédc co ban:

Budce 1: Kiém tra thu vién

Budc 2: Truy xuét va xir Iy dit liéu

Budc 3: Phan tach dir liéu

Budc 4: Thiét 1ap md hinh mang Neural nhén tao

Budc 5: Danh gia lai hiéu suat mo hinh trén tap
dir licu thir nghiém

2.1. Kiém tra thw vién

Truge tién, quéa trinh xdy dyng md hinh ML
trong ngdn ngir 1ap trinh Python can mot s6 thu vién
chinh, chinh nhirng nguén thu vién ndy gitp ho trg
t6t hon cho thyc thi m6 hinh. Qua trinh kiém tra thu
vién nham dam béo trong qua trinh hoat dong thu
vién di} duogc cai dat trudce, giap cho moé hinh hoat
dong tot hon. Mot luu v khi cai dit va st dung thu
vién cho cac dy an ML la mot phan vang méi trudng
riéng can dugc tao cho du 4n d6. Dudi day la ket qua
cua cac thurvién cho qua trinh cai dat va thong bao
trudce khi tién hanh xay dung moé hinh ML tién doan
Egap:

[ OK ] numpy version 1.18.5

[ OK ] pandas version 1.0.5

[ OK ] matplotlib version 3.2.2

[ OK ] seaborn version 0.10.1

[ OK ] sklearn version 0.22.2.post1

[ OK ] scipy version 1.7.3

[ OK ] tqdm version 4.66.1

[ OK ]jupyter_client version 7.4.9

[ OK ] ipywidgets version 8.1.1

[ OK ] torch version 1.3.1
2.2. Truy xuét va xir Iy di liéu

Budc dau tién ciia mot viée xay dung md hinh
hoc may 1a chon tép dir li¢u ta s€ thuc hién dao tao.
C6 nhiéu kho luu trit dit lidu danh riéng cho khoa
hoc vat liéu. Str dung goéi thu vién Pandas véi thao
tac pd.read _csv() & doc dit liéu dau vao tir tép excel
vao khung dit lidu. Dir liéu dau vao c6 19039 mau
duoc chia ra thanh 2 ¢4t twong tng la: [‘formula’,
‘target’]. Cot formula 1a cdt cong thirc hoa hoc cua
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cAc mau nghién ctru, cot target 1a cot twong g véi
gia tri Egap.

Bang 2.1. Dir liéu dau vao tir tap dir liéu Egap

STT formula target STT formula target
0 N;Nd, 0.0000 | 3998 Cu;ln;Mo20Og 0.7201
1 DyiRhz  0.0000
2 GaySy 1.7100 | 7997 AsoO7Srs 3.3287
3 ThiZn,  0.0000
. 11999 Ca;0181Zn;  3.1552
291 BiyFe, Oy 1.6087
2999 LisOsSby  2.9349 | 19038 Cs3F7Gey 4.3375

Qua trinh thu thap dir lidu tir cic ngudn khac
nhau vé6i dir lidu thu thap déu 1a dit lidu tién xur 1y
(dit lieu chwa qua lam sach cua cdc tinh toan moé
phéng hodc Iy thuyét), do d6, tap dir liéu c6 thé c6
nhitng sai sot hodc 16i trong qua trinh nhap liéu hodc
tinh toan dan dén céc gia tri Eg,, hodc cong thirc hoa
hoc khong hop 1€. Viéc loai bo cac gia tri khong phu
hop nay trong qua trinh 1am sach dir liéu 14 can thiét
dé dam bao tinh chinh xac va d¢ tin cdy cta két qua
nghién ctu.

Céc céu tric hoa hoc c6 gia tri Egp 4m, khong
phai ) (NaN) hodc trung lap duoc thuc hién loai bo
(lam sach). Sau qua trinh xt 1y dr li€u, dit liéu duoc
tién hanh luu dudi dang tap .csv cho bude tiép theo.
Thu vién Pandas dugc st dung cho phép luu dit ligu
duéi dang tép .csv thong qua cu phap: dfto_csv().
Ban dau dit liéu 12 19039, sau qua trinh xtr 1y dit liéu,
thu duoc dir lidu véi 9609 mau twong tng véi 2 cot
formula’ va *target’.

2.3. Phéan tach dir liéu

Tu dir liéu da lam sach, thong thuong, dir liu
chi can dugc phan chia bang ham sklearn. Ham
scikit-learn train_test split chia ngau nhién mot tap
dir liéu thanh tap dir liu huén luyén va tap dir liéu
kiém tra.

Bang 2.2. Thong s6 phan tach tap dir liéu Egap da
lam sach

train validation test
split split split
Ty 1€ phan tach
tap dit ligu (%) 70 20 10
Lugng datatwong —one 190 94

tng (data)

O day chuong trinh train_test split dugc sit
dung d¢ phan chia dit liéu cia minh thanh cac tap dix
liéu "dao tao" va "kiém tra" trudc ti€n, sau d6 ham

145

Tép 60, S6 chuyén de: Khoa hoc ti nhién (Todn-Ly) (2024): 142-149

nay dugc sur dung lai dé phén chia tiép tuc dir liéu
"dao tao" thanh cac tdp dir liéu "dao tao" va "xac
thuc".

2.4. Thiét13p mé hinh mang Neural nhén tao

Khi tién hanh xay dung mo hinh hoc sau, cac thu
vién can thiét can dugc khai bao, sau dé 1a cac tap
dit liéu dau vao train-val-test da duoc phén tach
duoc doc. Tiép theo, md hinh hoc sau dugc xay
dung theo dir li¢u:

e Train data: bao gém cac dit liéu dugc dao tao
truc tiép dé xay dung mo hinh.

e Test data: gdbm céc dir liéu dugc ding dé
danh gia hi¢u qua mo6 hinh. D liéu thir nghiém la
diéu kién can dé mot mo hinh hiéu qua 13 két qua
danh gia trén ca train va test déu cao.

e Val data: dugc st dung trong viéc lya chon
cac siéu tham s mo hinh. Mot mé hinh hoat dong
hiéu qua trén dir li€u train chua chic di hoat dong
hiéu qua trén diru liéu test. Dé ting hiéu qua cia mo
hinh trén dir li€u test, mdt tap dir liu nita dugc goi
la tap dir liéu xac thuc (val) can duoc dung thém.

Xay dyng mé hinh mang Neural nhan tao bing
phuong phép hoc sau cé giam sat. Viéc lya chon mo
hinh ML rét quan trong, cac mo hinh s& quyét dinh
dén xu huéng phat trién va du doan dit liéu ciing nhu
tinh hiéu qua ctia m6 hinh cho viéc du doan.

Mo hinh dugc dao tao thong qua viéc tao cac
vector ddc trung thanh phan bang tiép can CBFV
(Composition-Based Feature Vectorization). CBFV
la mot cong cu manh mé trong khoa hoc vat li¢u tinh
toan, dac biét 1a trong cac ing dung hoc may. N6
cho phép chuyén dbi thong tin vé thanh phan hoa
hoc cua vat li¢u thanh mot vector ddc trung (feature
vector) dai dién cho vat li€u d6 (Yadav et al., 2024).
Vecto dic trung nay chira thong tin vé cac thudc tinh
clia cac nguyén tb cau thanh nén vt liéu, chang han
nhu sb hiéu nguyén ti, khéi luwong nguyén tir, d6 am
dién, ban kinh nguyén tir, va cac thong tin khac. Cac
dic trung nay dugc tinh toan dwa trén cac tinh chét
clia cac nguyén t6 trong bang tuin hoan va c6 thé
duogc st dung lam dau vao cho cac md hinh hoc may
dé du doan céc tinh chét cua vat liéu. Cu thé trong
nghién ctu nay, vecto dac trung CBFV duoc st
dung lam dau vao cho mo hinh DenseNet dé du doan
Egap.

Trong linh vyc hoc sau, epoch 1a thong s6 dai
dién cho mét lan duyét qua toan b tap dir liu huén
luyén trong qua trinh dao tao mo hinh. N6 dong vai
trd quan trong trong viéc xac dinh hiéu suat cia mo
hinh bang cach gitip ngdn ngira tinh trang qua khop
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(overfitting) hodc kém khop (underfitting) dur liéu.
Sb lugng epoch duge chon dé huan luyén 1a mot siéu
tham sb anh huong dén qua trinh hoc va kha ning
khai quat hoa cia m6 hinh (Niharika et al., 2013;
Cui et al., 2022).

Lip qua tap dif liéu huéin luyén (train datasef)
st dung train_loader:

Chuén hoéa dit liéu muc tiéu (target data).

Chuyén dit liéu dau vao (x) va muc tiéu (y) dén thiét
bi tinh toan (CPU/GPU).

- Dit lai gradient cia bd t6i wu (optimizer) vé 0.

* Tinh toén dau ra ctia mé hinh (forward pass).

+ Tinh toan ham mat mét (loss) ciia mé hinh (chénh
léch gitra gia tri du doan va gia tri thyc).

+ Lan truyén ngwoe mat mat qua mo hinh
(backpropagation).

+ Cap nhiat trong s (weights) trong toan bé mo hinh.

Pénh gia m6 hinh trén tap dit liéu kiém dinh
(validation dataset) stt dung val loader.

+ V& biéu db gid trj dw doan so véi gia tri thue té.

+ Inra cAc chi s6 R, MAE va RMSE cia m6 hinh trén
tap huan luyén va tap kiém dinh.

Hinh 2.2. Quy trinh huén luyén (training
procedure) cho mot mang Neural nhan tao
(neural network)

Céc nha nghién ctru da kham pha nhiing phuong
phap sang tao nhu “Hoc tap theo quy trinh Gaussian
Tién hoéa Epoch (GPGL)” cua Jiabao Cui et al
(2022), céc tac gia dé xuat mot phuong phap hoc
may mdi, trong d6 moé hinh GP (Gaussian Process)
dugc sir dung dé hudng dan qua trinh cép nhat trong
s6 ciia mang Neural nhan tao. M6 hinh GP nay
khong cb dinh ma "tién héa" qua timg epoch, nghia
14 n6 lién tuc cap nhat va diéu chinh dé phu hop hon
v6i dit liéu huan luyén (Cui et al., 2022). Hiéu rd va
t6i wu hoa tham s epoch 1a diéu can thiét dé dat
duoc hiéu sudt va do chinh xac toi wu trong cac
nhiém vu hoc siu (Saahil et al., 2020). Trong dé tai
nay, qué trinh huin luyén dugc thyc hién véi toi da
1a 500 epoch.
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Déng thoi, hiéu chinh md hinh béng cach s
dung tap dir licu kiém dinh (validation set) 1a mot
k¥ thuat pho bién trong hoc méay dé tranh overfitting
(qua khdp) va dam bdo kha nang khai quat hoa cia
md hinh. Cac nghién ciru trudéc day da chirng minh
tinh hiéu qua cta phuong phéap nay trong nhiéu linh
vuce, bao gém cad khoa hoc vat li€u (Faber et al.,
2017).

2.5. Panh gia lai hi¢u suit mé hinh trén tap

dir liéu thir nghiém

Sau khi mé hinh DenseNet dugc huin luyén
xong, hiéu sut ciia mo hinh trén tp dit liéu thi
nghiém (test dataset) duoc déanh gia dé dam bao
rang md hinh c6 kha ning khai quat hoa tét cho dir
liéu méi, chua timg dugc nhin thay trong qué trinh
huén luyén va qua trinh hiéu chinh.

3. KET QUA VA THAO LUAN

Céc md hinh trong Hinh 3.1 dugc huan luyén
trén dit liéu Egap dau vao, voi 70% dir liéu duoc st
dung d& huén luyén, 20% dé kiém tra va 10% dé xac
thue. Truc tung va truc hoanh lan lugt biéu dién gia
tri Egap dur dodn va gia tri Egap thuc té. Puong dirt nét
mau den 1a duong 1y tudng cia mo hinh, duong nét
lién mau cam 1a duong khép dit liéu ciia mo hinh.
Su khép gilra hai duong nay cang cao, m6 hinh cang
chinh xac.

Sb lidu ciia cac mo hinh c6 thé duge quan sat &
Bang 3.1. Mo hinh DenseNet thé hién kha nang du
doan tt v6i R? trén tap huin luyén (R’ _train) va tip
kiém dinh (R?_val) déu tang dan theo s6 epoch. Diéu
nay cho thdy mé hinh dang hoc va cai thién kha ning
du doan qua qué trinh hudn luyén. Gia tri R* dat gia
tri cao nht 1 0.7924 trén tap hudn luyén va 0.6682
trén tap kiém dinh & epoch 420-440, cho thdy mo
hinh c6 kha nang khai quat hoa tot. MAE trén ca hai
tap dit liéu giam dan, dic biét 1a trong giai doan dau
cuia qua trinh huén luyén (epoch 0-100). D1eu nay
cho thiy mé hinh dang giam thiéu sai sb du doan
trung binh. Tuwong ty MAE, RMSE cling giam dan,
chi ra ring md hinh dang giam thiéu do léch giira gia
tri du doan va gia tri thyc. Trong qua trinh huén
luyén, mo6 hinh dudng nhu héi tu sau khoang 200
epoch, khi cac chi s6 R2, MAE va RMSE di bio hoa
va hau nhu khong cai thién dang ké sau do.
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a) DenseNet. r2: -0.0846 b) DenseNet, r2: 0.6906 c) DenseNet, r2: 0.6921 DenseNet, r2: 0.6960
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Hinh 3.1. M6 hinh DenseNet dw doan cho gia tri Egap

Bang 3.1. S6 li¢u mé hinh di dwgc dao tao trong qua trinh huin luyén

M(')d.e ! epoch R?_train MA.E RMS.E R?_val MAE RMSE
Training _train _train ~val ~val
a 0 -0.0944 1.2884 1.6556 -0.0846 1.2419 1.6028
b 20 - 40 0.7438 0.5653 0.8011 0.6906 0.6441 0.8560
c 60 - 80 - 100 0.7616 0.5340 0.7727 0.6921 0.6318 0.8541
d 120 - 140 0.7724 0.5172 0.7550 0.6960 0.6279 0.8486
e 160 - 180 - 200 0.7766 0.5068 0.7480 0.6902 0.6297 0.8566
f 220 - 240 0.7856 0.4992 0.7328 0.6950 0.6266 0.8499
g 260 - 280 - 300 0.7875 0.4944 0.7295 0.6839 0.6413 0.8652
h 320 - 340 0.7854 0.4942 0.7332 0.6799 0.6406 0.8707
i 360 - 380 - 400 0.7856 0.4982 0.7328 0.6860 0.6378 0.8625
j 420 - 440 0.7924 0.4777 0.7211 0.6682 0.6469 0.8865
Gio day, v6i mang Neural nhan tao da dugc huin target_val, pred val = predict(model, val loader)
luyén, hiéu suét cia m6 hinh (khi két thuc giai doan scores = evaluate(target val, pred val)
huén luyé€n) c6 thé duoc danh gia trén tap dir licu print_scores(scores, label='val')

xac thuc (Hinh 3.2). Dya trén cac dir liéu da xu ly,

bai chu’O'ng trinh cu thé: plot = plot pred act(target val, pred val, model, label="")
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Mo hinh DenseNet cubi cung (Hinh 3.2) dugc
dua ra v6i hidu sudt dat xép xi 67% béng viéc dao
tao cac dir liéu dau vao cta Egp v6i 70% cho dit lidu
dao tao, 20% cho di liéu thir nghiém va 10% cho dit
liéu xédc thyc. Céc diém dit lidu c6 xu hudng phan
tan dong déu va dbi ximg quanh duong tuyén tinh ly
tudng.

DenseNet, r2: 0.6707

=== jdeal (9] 4
linear fit -

10 4

Predicted Egap (eV)

val r2: 0.6707
val mae: ©.6448
val rmse:!: 9.8831

0 2 a 6 8 10

Actual Egap (eV)
Hinh 3.2. M6 hinh DenseNet cudi cing dwgc
danh gia trén tap dir li€u xac thuc (val data)

Cubi cling, mé hinh 1én tap dir ligu thir nghiém
(Hinh 3.3) dugc danh gia hi€u suat, cu thé bang
chuong trinh:

target_test, pred_test = predict{model, test_loader)
scores = evaluate(target_test, pred_test)

print_scores(scores, label="test')
plot = plot_pred_act(target_test, pred_test, model, label='$\mathrm

{C} \mathrm{p}$ E_gap')

Thong qua viéc danh gia hidu nang bang dit liéu
thir nghiém (20%) cho thay hiéu ning ciia mé hinh
tang cao hon so voi dir liéu xac thyc (10%). Hi¢u
sut lic nay dat xap xi 72%, khang dinh rang mo
hinh phu hop v6i dit liéu Eggp va kha nang du doan
t6t ciia mo hinh véi dit lidu train-test-val (70%-20%-
10%) va ti da 1a 500 epoch. Nghién ciru da dua ra
mo hinh dy doan tbt cho Egap bang phuong phap hoc
sau — mang Neural nhan tao ddng thoi dé xuat khung
quy trinh thuét toan cu thé.
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4. KET LUAN

Nghién ctru nay da trinh bay tong quan khoa hoc
vat liéu, phuong phap hoc may ciing nhu céc ky
thuat xdy dung mo hinh dé tién doan gia tri Egap cho
vat liéu, déng thoi da dat duoc mot sé két qua kha
quan sau.

«  Tha nhat, mé hinh ML duoc dung lai gé)m
cac bude: kiém tra cac thu vién trong chwong trinh
tinh toan, truy van, xtr 1y va to chtrc hién thi mo hinh
v6i hiéu suét 1am viéc ciia timg mo hinh ciing nhu 1a
sai s6 tuyét ddi trung binh va sai s6 cin quin
phuong.

*  Thu hai, m6 hinh ML mang Neuron nhén tao
duogc xay dung thanh cong dé dy doan gia tri Eg,p.

»  Thirba, m6 hinh dat hi¢u suét tot nhét voi R?
1a 0.7924 trén tdp huan luyén va 0.6682 trén tap
kiém dinh (Hinh 3.1-).

Véi cac két qua dat dugc, nghién ciru nay gitip
md ra thém mot tai liu tham khao ML khi nghién
clru cac vat liéu khoi, xay dung quy trinh hoc ciing
nhu cac k¥ thuat dac trung cho vét li¢u. Bén canh
do, két qua cling mo ra mot huéng nghién ciru nang
lugng ving cam bang phuong phap hoc siu day
trién vong; tir d6 giup tién doan cac tri nang luong
vung cam, danh gia chung dit liéu, phan tich gia tri
nang luong va sir dung gié tri d6 cho lan hoc di¥ liéu
tiép theo.
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